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Abstract

OECD has contributed a rich and solid framework to the field of collaborative problem-solving. The framework was developed due to the integration of a collaborative problem-solving assessment in PISA 2015. A recognizable restriction to the field is the exclusion of natural language which prevents implementation of a more realistic scenario. The maintenance of the validity of the item today forces the assessment setup to retain multiple-choice questions. This circumstance has been widely criticized and thus became the focus of this master’s thesis. Subsequently, the main research question to answer is:

What influence does the implementation of a “natural collaboration” have on the assessments for collaborative problem-solving?

The seven chapters of this thesis will answer this question with conducted empirical research and a synthesis of results. Results led to a functional prototype of a conversational agent that resolves the linguistic limitation for further research.

Keywords: collaborative problem-solving, conversational agents, natural language processing

Kurzfassung

Die OECD hat einen umfangreichen und soliden Rahmen für die kollaborative Problemlösung geschaffen. Das Framework wurde aufgrund der Integration in die Erhebung kollaborativen Problemlözens in PISA 2015 entwickelt. Eine erkennbare Einschränkung des Feldes ist der Ausschluss der natürlichen Sprache, was die Umsetzung als realistischeres Szenario verhindert. Die Erhaltung der Validität des Messinstrumentes zwingt den Versuchsaufbau dazu Multiple-Choice-Fragen zu nutzen. Dieser Umstand wurde vielfach kritisiert und stellt damit den Fokus dieser Masterarbeit dar. In der Folge lautet die Hauptforschungsfrage:

Welchen Einfluss hat die Umsetzung einer "natürlichen Zusammenarbeit" auf die Erhebung kollaborativer Problemlösungen?


Schlagworte: kollaboratives Problemlösen, Konversationsagenten, natürliche Sprachverarbeitung
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABS</td>
<td>Agent Based System</td>
</tr>
<tr>
<td>ACTNext</td>
<td>Organization of American College Testing</td>
</tr>
<tr>
<td>CoIPS</td>
<td>Collaborative Problem-solving</td>
</tr>
<tr>
<td>CSV</td>
<td>Comma Separated Values</td>
</tr>
<tr>
<td>JSON</td>
<td>JavaScript Object Notation</td>
</tr>
<tr>
<td>NLP</td>
<td>Natural Language Processing</td>
</tr>
<tr>
<td>NLU</td>
<td>Natural Language Understanding</td>
</tr>
<tr>
<td>OECD</td>
<td>Organisation for Economic Co-operation and Development</td>
</tr>
<tr>
<td>PIAAC</td>
<td>Programme for the International Assessment of Adult Competencies</td>
</tr>
<tr>
<td>PISA</td>
<td>Programme for International Student Assessment</td>
</tr>
</tbody>
</table>
1 Introduction

Collaborative problem-solving has been identified as a major 21st century skill by many significant institutions such as the OECD, which defined collaborative problem-solving competency (subsequently named ColPS) in 2013 and assessed it in its large-scale PISA studies in 2015:

“Collaborative problem-solving competency is the capacity of an individual to effectively engage in a process whereby two or more agents attempt to solve a problem by sharing the understanding and effort required to come to a solution and pooling their knowledge, skills and efforts to reach that solution.” (OECD 2013, p.6)

In 2009, 94% of 921 industries in North America and Europe utilized or planned to utilize some form of web-based technology, including e-mail, videoconferencing, instant messaging and others, to facilitate collaborative problem-solving (Enterprise and SMB Software Survey, North America and Europe, Forrester report, 2009). This trend has a high significance to researchers from different fields such as educational research, psychology and computer science, as well as many sub-areas of these fields. Despite the fact that ColPS seems to offer an endless amount of discoverable phenomena, my research always leads back to the one restriction that concerned me most: the distance between current computer-based assessments and state-of-the-art “real world” technology. Discussion about this particular gap can be found in many publications of recent years; for example, Greiff, Wüstenberg, Holt, Goldhammer, and Funke (2013) wrote about the lack of assessment tools to assess complex problem-solving. By applying complex problem-solving items based on the microDYN framework into a current state-of-the-art assessment platform such as “CBA ItemBuilder”, Care & Griffin (2014) found that “platform availability for test implementation, delivery, and scoring in combination with a well-founded theoretical concept enables educationally motivated research”. Thus, the need for adequate software in order to succeed in enhancing educationally motivated research is clear. However, available software often does not fulfill all the requirements for the purposes for ColPS assessments. The development of computer-based assessment requires diverse skills such as educational and pedagogical skills, programming, user interface design and conception, server administration, and data management, in addition to research expertise and content knowledge (Rölke, 2012). Access to skills that are demanding a high-level of expertise is only one factor of complexity when it comes to the development of appropriate assessments of collaborative problem-solving.

Agent-based approaches, and especially conversational agents, are a rich field in technical-educational research. Many existing projects follow an agent-based approach including, for
example, AutoTutor, which was developed by the Institute for Intelligent Systems at the University of Memphis by A. Gresser (Person et al., 2007). Even though the PISA 2015 ColIPS framework highlights the implementation of conversational agents (OECD, 2017), these have not yet been implemented in PISA 2015 ColIPS assessments authentically.

This master's thesis is an applied research approach following the design research methodology (Blessing & Chakrabarti, 2009) to enrich the research field by proposing an agile conversational agent.

1.1 Purpose

The purpose of this thesis is two-fold. The first aim is to evaluate the construct of ColIPS assessment settings as human-human and human-agent systems. The second aim is to propose an approach that unifies advantages of both approaches of interaction (human-human and human-agent). The overall goal is to maintain the content validity of human-agent assessment by providing a prototype of an agent that allows participants to solve problems by using natural language. In the field of artificial intelligence (AI) and in the field of interpretation and structure of natural language processing (NLP) many technologies exist that could be of value. Given the title of this thesis, “Enhancing Collaboration in Collaborative Problem-solving with Conversational Agents”, this thesis initially sets out to answer the following questions:

- What is the role of agent-based systems for collaborative problem-solving?
- What are the most common approaches and associated difficulties of assessing collaborative problem-solving?
- What influence does the implementation of a “natural collaboration” have on the assessments for collaborative problem-solving?

1.2 Outline

This paper consists of seven chapters and is structured as follows. In the next chapter, the background of collaborative problem-solving is described and a review of earlier studies and their results given. Also, the theory behind conversational agents is examined more closely. To gain an extensive insight into the current state of the field, expert interviews were conducted with researchers in collaborative problem-solving and agent-based systems. These initial examinations were carried out to gain a deeper understanding of the field and its further development, as described in Chapter 3. Chapter 4 concludes the theoretical and qualitative examination and explains the interdependence of the constructs of ColIPS and conversational agents. Based on these findings, research questions provide the information needed to define the scope of the prototyped environment. Established frameworks and items are taken as the foundation of the prototype, to give a clear direction to create a
comparable, valid scenario of ColPS. Chapter 5 describes the components and the development of the prototype, a conversational agent environment that aims to serve as an experimental platform in order to unleash the ColPS construct.

1.3 Research Methodology

The present work follows a design research methodology, which is a rather new research method suitable not only for actual design tasks but also for the development of scientific artefacts. This method has been proven to be a good approach for developing actual artefacts, especially for research in information technology. According to Blessing and Chakrabarti (2009, preface viii p.7) the essential ambition of the design research methodology (subsequently named DRM) is to help engineering and industrial design research to gain in relevance, efficiency and effectiveness. The operationalization will be executed as three superordinate steps, as recommended by the developers of the DRM framework (Figure 1).

![Diagram of DRM Framework](image)

Figure 1: DRM Framework by Blessing and Chakrabarti (2009, p. 15)

The applied design research methodology is adjusted to the context of the thesis, as suggested in the DRM handbook (Blessing & Chakrabarti, 2009, p.17), and subsequently subdivided into six separate subtasks. These subtasks are: discover, define, conceptualize, design, implement and evaluate the implemented artefact. The graphic below (Figure 2) shows these steps, including relevant sub-steps, that need to be taken in order to achieve a viable prototype.
The scope that defines the research goal of this thesis is following the three suggested steps of the design research method, applied to a realistic scope for a master’s thesis. The thesis begins with the research clarification (RC) that is carried out through a focused literature analysis following the suggested approach of vom Brocke et al. (2009). This stage determines the aim, focus and scope of the research project.

A comprehensive descriptive study (DS1) is the next logical step in order to identify the criteria of success for the prototype. This descriptive study is presented as an expert interview following the approach suggested by Bogner and Menz (2009, p.46) and was conducted with five experts of the field. Its analysis follows Mayring’s (2000) findings for qualitative content analysis.

Subsequently, the identified criteria result in the conceptualization and development (PS) of the conversational agent. Blessing and Chakrabarti (2009) point out that publications falsely tend to end with a prescriptive study, whereas they should be followed by another descriptive study to evaluate the results (p.18). However, this approach applies to more extensive research papers such as dissertations (p.19).
2 Literature Review

This chapter presents the literature analysis, firstly by examining the collaborative problem-solving construct itself and its development in recent years and, secondly, by examining agent-based systems and, more specifically, conversational agents. In order to develop a new artefact for the field by opening the language space to the assessment construct, detailed descriptions of both fields are required. According to vom Brocke, Simons, Niehaves, Plattfaut, Cleven and Reimer (2009), it is advisable to structure a literature review following Cooper’s taxonomy (Cooper, 1988, cited in vom Brocke et al., 2009). This approach helps to filter and arrange the literature needed to answer the research question. Table 1 shows the focus of the literature review, which forms the basis of the creation of the interview questions in Chapter 3.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus</td>
<td>Research Outcomes</td>
</tr>
<tr>
<td>Goal</td>
<td>Integration</td>
</tr>
<tr>
<td>Organization</td>
<td>Historical</td>
</tr>
<tr>
<td>Perspective</td>
<td>Neutral Representation</td>
</tr>
<tr>
<td>Audience</td>
<td>Specialized scholars</td>
</tr>
<tr>
<td>Coverage</td>
<td>Exhaustive</td>
</tr>
</tbody>
</table>

Table 1: Cooper’s taxonomy applied to literature review process.

Highlighted fields display the emphasized literature characteristics (own presentation)

A circumstance that is limiting the extent of the literature review is the novelty of both research fields, especially regarding the application-focused approach of this thesis. This circumstance sets the focus of the literature review as being mainly on methodological publications, as well as case studies and research reports concerning the application of CoIPPS as an assessment or as an assessment-independent construct. In line with the research goal of this thesis, publications that carry some sort of criticism or analysis of central issues are especially promising as they can give direction to the setting of the scope for development of the prototype. Most literature is of a conceptual nature, but methodological publications are also relevant to this review. Due to the high level of complexity, the audience of most publications comprises specialized scholars. However, the publications of the PISA 2015 CoIPPS Assessment by OECD is also aimed at general scholars. As mentioned above, the relevant literature is limited but the available literature has been examined exhaustively.
2.1 Collaborative Problem-Solving

A short introduction to the definition of collaborative problem-solving was given in the beginning of this thesis (Chapter 1). To understand better the evolution of ColPS, it is necessary to describe its relevance to society as a so-called “21st-century skill” and its general backdrop: problem-solving or individual problem-solving. This section analyzes the discussion of ColPS as a 21st century skill and the theory behind problem-solving; it then uses the results to inform the theory of collaborative problem-solving.

- 21st Century Skills

It is obvious that people need to adjust to the increasing complexity in work and private lives brought about by the development in industries, technology and the digital sector. With the evolution of technology, economies have also shifted from industrial to information-based and knowledge-based (Griffin et al., 2012, p.2). This development led to the necessity of adjustment, not least in education. Initial thoughts about this shift and so-called 21st century skills can be traced back to the 1980s but came concrete with the initiation of ATC21s (Assessment and Teaching of 21st century) project; a 21st century skill can be any skill that is essential for navigating the 21st century. “The project explores changing forms of assessment to match the conceptualization of twenty-first-century skills. It introduces a methodology for large scale innovative and technology-rich approaches to assessment.” (Griffin, 2012, p.7)

Skills that are seen as necessary and feasible include collaborative problem-solving and learning through a digital network. Besides ATC21s, there are other institutions focusing on a definition of required 21st century skills. One of them is P21, which proposes a wider view on the complex circumstances and defines skills as 4Cs: communication, collaboration, critical thinking and creativity (p21.org, last access 12.07.2018).
Enhancing Collaboration in Collaborative Problem-Solving with Conversational Agents

P21's proposed framework (Figure 3) is subdivided into key subjects that they refer to as the 3Rs (reading, writing, arithmetic), life and career skills, learning and innovation skills (the 4Cs) and information, media and technology skills (Partnership for 21st Century Skills, 2009). While there are other frameworks that are not being mentioned here, the idea of 21st century skills is explained in order to underline the need for teaching communication and collaboration in education. Consequently, a further evolution of problem-solving and collaborative problem-solving skills is a great enhancement into forming a successful society.

- Problem-solving

Wang and Chiew describe a problem as a construct based on three elements: givens, goals and operations (cited in Ormrod, 1999; Polya, 1954). “Givens” are the available information that belongs to the problem, “goals” are the desired termination of the problem-state and “operations” are potential actions that can be executed to achieve the goals. Wang and Chiew (2008, p.3) also make clear the possibility that an individual might not find a solution to the problem, because many factors influence the individual’s ability to solve a problem. A representative approach to a problem-solving procedure has been proposed by Polya (1954) and follows four steps:

(A) Understanding the problem, which means to identify the “givens” of a problem.

(B) Devising a plan that determines appropriate actions to solve the problem.

(C) Carrying out the plan to execute the actions that have been determined in step (B).

(D) Looking backward on the overall effectiveness of the approach to the problem.
At the end of this process, there should be a method for learning from the experience and recording the solution in order to repeat actions on similar problems in the future. This theoretical derivation of the problem-solving construct can be recognized within OECDs problem-solving framework which is explained below.

Before the CoIPS assessment, OECD had already assessed problem-solving in the PISA studies in the years 2009 and 2012. CoIPS is a further refinement of the problem-solving construct, which is why it is necessary to deduce from the theory of problem-solving first.

PISA 2012 defines problem-solving as:

\[\text{...an individual's capacity to engage in cognitive processing to understand and resolve problem situations where a method of solution is not immediately obvious. It includes the willingness to engage with such situations in order to achieve one's potential as a constructive and reflective citizen.} \quad \text{(OECD, 2014, p.30)}\]

The process of individual problem-solving follows four steps:

(A) Gathering information related to the problem.

(B) Representing the problem and the various relationships in the problem with tables, graphs, symbols or words.

(C) Devising a strategy to solve the problem and carrying out this strategy.

(D) Ensuring that the strategy has been followed and reacting to feedback obtained during the course of solving the problem (OECD, 2017, p.2).

These four steps are still relevant to the problem-solving aspects of the PISA 2015 collaborative problem-solving assessment described in the next paragraph.

<table>
<thead>
<tr>
<th>NATURE OF THE PROBLEM SITUATION</th>
<th>Interactive: not all information is disclosed; some information has to be uncovered by exploring the problem situation.</th>
<th>Static: all relevant information for solving the problem is disclosed at the outset.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROBLEM-SOLVING PROCESS</td>
<td>Exploring and understanding: the information provided with the problem.</td>
<td>Representing and formulating: constructing graphical, tabular, symbolic or verbal representations of the problem situation and formulating hypotheses about the relevant factors and relationships between them.</td>
</tr>
<tr>
<td></td>
<td>Planning and executing: devising a plan by setting goals and sub-goals, and executing the sequential steps identified in the plan.</td>
<td>Monitoring and reflecting: monitoring progress, reacting to feedback, and reflecting on the solution, the information provided with the problem, or the strategy adopted.</td>
</tr>
<tr>
<td>PROBLEM CONTEXT</td>
<td>Setting: does the scenario involve a technological device?</td>
<td>Focus: what environment does the problem relate to?</td>
</tr>
<tr>
<td></td>
<td>Technology (involves a technological device)</td>
<td>Personal (the student, family or close peers)</td>
</tr>
<tr>
<td></td>
<td>Non-technology</td>
<td>Social (the community or society in general)</td>
</tr>
</tbody>
</table>

Table 2: Main features of the PISA problem-solving framework (OECD, 2012, p.31)
Table 2 shows the main features of the PISA problem-solving framework, which has been the foundation of the assessment since 2012; the main parts of this framework are the nature of the problem-solving situation, the problem-solving process itself, and the problem context. The two different representations of the problem-solving processes that are presented by PISA and P21 show a slight difference but are mostly following the same process.

- Collaborative Problem-solving

In the introduction of this thesis, ColPS was defined, and it is the capacity of an individual to engage effectively in a process with two or more participants in order to solve a problem. For an effective problem-solving strategy based on collaboration, the group process is an elementary part.

As described in a reflexive article about the PISA ColPS assessment 2015 (OECD, 2017), the framework of problem-solving that was defined for PISA 2012 has been resurrected and complemented with three further major skills that one may master specifically to solve problems collaboratively:

(A) Establishing and maintaining shared understanding (finding out what other team members know and ensuring that team members share the same vision of the problem).

(B) Taking appropriate action to solve the problem (determining what collaborative actions need to be performed).

(C) Establishing and maintaining team organization (following one's own role in the problem-solving strategy and checking that others also follow their assigned role).

The construct of ColPS has been generalized with several contexts in mind. One view on the topic is the separation of skills needed to solve a problem collaboratively (Figure 4). Griffin et al. divided the construct into two major skills, namely social skills and cognitive skills (2010). Within the social skills, a person has to understand how to participate, how to establish their own perspective and how to regulate actions socially. The ability to regulate tasks and build knowledge then leads to the cognitive skills that are required.
- **Assessing collaborative problem-solving**

To date, CoIPS in PISA 2015 has been evaluated using computer-based assessments with static and pre-defined dialogue structures which are similar to multiple-choice questions. In this setup, the student interacts with a simulation that is quite unnatural. This fragmented state of development can be explained by the high complexity in all the different fields such as interpretation of natural language, the creation of extensive elaborated artificial characters and the preservation of the validity of the assessment itself.

OECD is considering CoIPS as a computer-based assessment with an agent-based system using conversational agents (OECD 2017, p.21ff). The CoIPS skillset (Table 3) has been tested and conducted as a computer-based assessment, but the component of the conversational agent has not been developed sufficiently; it uses a rather static construct with pre-defined dialogue structures which are similar to multiple-choice assessments.
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Table 3: Matrix of collaborative problem-solving skills for PISA 2015 (Source: OECD, PISA 2015 Assessment and Analytical Framework, 2017, p.137)

An example for the PISA 2015 CoIPS assessment tool can be seen in Figure 5. The interface shows a restricted amount of interactions such as the selection of possible answers given to the participant instead of using their own language which resembles an enhanced multiple-choice question.

Figure 5: OECD Xandar Item, “Part 1, Item 4: Agreeing on Strategy” (Description of the released unit from 2015 PISA collaborative problem-solving assessment, OECD 2017, p.3)
Besides OECD with its PISA study, research about adequate test setups in ColIPS assessments approach two major directions of interaction: human-human interaction assessments, where test-participants solve problems together directly, and human-computer interaction assessments, where the test participant interacts with a computer-based character to solve a problem.

Both approaches have advantages and disadvantages when it comes to validity of the results, standardization of the items, and control of the test setup. According to Greiff, Holt and Funke (2013, p.83ff), the human-human approach of ColIPS assessment is high in face validity but is very hard to control. On the other side, human-agent approaches of ColIPS assessment support a good level of standardization and enable provision of a controlled testing environment. However, after OECD’s PISA 2015 assessment of ColIPS skills, it became clear that the human-agent assessment maintains control and standardization but prohibits flexibility and reduces real-world reference and thus comes with a lower content validity.

There are many different setups and field trials when it comes to the examination of group behavior in problem solving. The ATC21project led by Griffin and Care (2012) had a human-human setup where a group of two was communicating through a chat-interface. The biggest limitation that has come to light is the exclusion of automatic scoring when both agents (students) make use of natural language. Rosen and Tager also approached the assessment on the individual level (2013), attempting to offer open space with natural language as a human-human setup and the interactive task solved in dyads. Another approach can be found in the research of Cukurova et al. (2016) who developed a framework for collaborative problem-solving in practice-based learning activities. The developed environment follows the PISA ColIPS framework, but is enhanced by several factors that include awareness of a natural situation of collaboration. The Learning Analytics System collects data from both ambient and live sources while the learning environment is open and designed to support collaboration. However, this approach has limitations. The data collected through this open space is meant to be rich and contribute to the field of ColIPS research, but it is not suitable as an assessment tool since the definition of scoring events in a semantic context has not yet been solved. Hao et al. (2015) emphasize the challenges of developing a psychometrically rigorous ColIPS assessment; numerous complex factors need to be considered and include the type of task or the skills and the personalities of the team members.
2.2 Conversational Agents

- Background

In order to understand what makes a “conversational agent”, both elements of the term must be defined. *Conversation* according to the Cambridge Dictionary is “*talk between two or more people in which thoughts, feelings, and ideas are expressed, questions are asked and answered, or news and information is exchanged.*” This definition implies that a conversation is initiated by two or more parties, and Radlinski and Craswell (2017) call this a “mixed initiative”. The term *agent* can be defined in a variety of ways. Franklin and Graesser (2005, p.22) compared several definitions, two of which fit best with the context of this thesis:

**The IBM Agent:** “Intelligent agents are software entities that carry out some set of operations on behalf of a user or another program with some degree of independence or autonomy, and in so doing, employ some knowledge or representation of the user's goals or desires.”

**The Wooldridge-Jennings Agent:** "... a hardware or (more usually) software-based computer system that enjoys the following properties:

- **autonomy**: agents operate without the direct intervention of humans or others, and have some kind of control over their actions and internal state;
- **social ability**: agents interact with other agents (and possibly humans) via some kind of agent-communication language (Genesereth & Ketchpel, 1994);
- **reactivity**: agents perceive their environment, (which may be the physical world, a user via a graphical user interface, a collection of other agents, the internet, or perhaps all of these combined), and respond in a timely fashion to changes that occur in it;
- **pro-activeness**: agents do not simply act in response to their environment, they are able to exhibit goal-directed behavior by taking the initiative.” (Wooldridge & Jennings, 1995)

These two definitions make clear that agents represent an interactive, artificial element or program that is interacting with a human being in a certain manner. This theme combines the elements of the conversational agent logically.

- **Agents’ System and Technology**

Conversational agents have been around for some time and have gained considerable attention in recent years. By the 1960s, natural language was simulated with text-based dialogue systems. According to Radlinski and Craswell (2017), the definition of a conversational system is an information retrieval system that permits a mixed-initiative between an

---

1 IBM's Intelligent Agent Strategy white paper (original source not available anymore)
agent and user. Here, the agent’s actions are based on the conversation, using both short- and long-term knowledge of the user. According to this definition, a conversational system needs to have at least five properties:

- **User Revealmant** - the system helps the user to express their needs.
- **System Revealmant** - the system is clear with its capabilities to form user expectation of the system.
- **Mixed Initiative** - both system and user can take initiative for conversation.
- **Memory** - the user can reference past statements and the system understands.
- **Set Retrieval** - The system can reason about the utility of sets of complementary items.

These properties outline the necessary interaction given by a conversational agent. Another part of the conversational system that needs further definition is the processing of the language itself. Within the field of NLP and machine learning, “chatbots” are often created based on structuring dialogues with AIML (Artificial Intelligence Markup Language). AIML offers an XML-based approach into the less technical structure of natural language, initiated by Richard S. Wallace who is describing it as follows: “The primary design goal of the original AIML language was simplicity. AIML is motivated by two observations:

- Creating an original, believable chatbot character requires writing a significant amount of content, in the form of conversational replies. [...] 
- The people who are most suited to writing the bot content are not, by in large [sic], computer programmers. Those with literary backgrounds are more skilled at developing content for original characters.” (Wallace, 2014)

Furthermore, some agents have AIML implemented. AIML is also intended to be a system and method for atomized creation of chatbot content from scripts of conversations. Today’s technology has made huge advances, and solutions are available to create conversational agents without extensive and complex dialog structures in markup language. The declared goal of AIML that Wallace (2014) describes remains relevant, but AIML has been superseded by new technologies. Most conversation-based systems now use JSON as the language to structure conversation flows in a machine-readable manner, but the system behind the language processing closely resembles AIML technology.

Typically, the architecture of a conversational agent consists of three main components. The graphical user interface (GUI), the chatbot architecture subdivided into NLU component, processing unit and the database. Most agent-based systems are enriched by several connected APIs.

2https://gist.github.com/onlurking/f6431e672cfa2022c09a7c7cf92ac8a8b (retrieved 20.06.2018)
The importance of the examination of this topic is shown by the increasing appearance of chatbots in our daily lives. Today, chatbots are used to clarify different tasks across various businesses, including e-commerce, insurance, banking, healthcare, finance, legal, communications, logistics, retail, automotive, leisure, travel, sports, entertainment, and media (Davydova, 2017). Since these industries would not be able to use this widespread technology without science, it is reasonable that scientific fields inherit “chatbots” or conversational agents to widen research and development.

2.3 Synthesis of the Literature Analysis

Following Blessing and Chakrabarti’s Design Research Methodology (2009), the literature analysis aims to define the aim, focus and scope of the research to be conducted. Considerations that came to light with this literature review can therefore be used to define this research paper. The aim of this project is to create a human-agent environment that follows Radinski’s and Craswell’s (2017) definition of a conversational system that serves as a conversational system to simulate a collaborative problem-solving scenario. The focus of this thesis is to unveil useful enhancements of a human-agent system. This focus will be given through an empirical study, presented in Chapter 3. The scope of this thesis is to develop five items of the Xandar unit that was published in PISA’s ColIPS assessment in 2015. Equally, it should suggest approaches to the dimension of dialogues with collaborators in the assessment as well as a suggestion to the problem-solving space.

Figure 6: Chatbot Architecture of a conversational AI chatbot. (Kompella, 2018 in: Towards Data Science)
3 Empirical Analysis: Expert Interviews

3.1 Methodological Approach

Bogner and Menz (2009, p.46) define the expert interview as an instrument that has its origin in empirical social science research. The goal is to collect data that can be used as an exploratory tool. The main focus of the interviews in this thesis is the clarification of questions about ColPS and its current operationalization. The goal was to conduct interviews with at least five research experts of the field, with the aim of answering general questions as well as technology-focused questions in order to benefit from their expertise. The implementation of the expert interviews follows a problem-oriented approach with open interview questions as described by Mayring (2002, p.67) and Bogner and Menz (2009, p.46).

3.2 Operationalization

The literature review in the previous chapter gives insights into the current state of research on ColPS and ABS. This background helps in understanding the role of ABS within the ColPS field and informs the division of the wider topic into the following different dimensions for the development of expert interviews:

- **General questions about ColPS Assessments**: The goal is to find out about urgent needs or gaps in current ColPS research, according to experts who are working in this area.

- **Matters of understanding and creating artificial characters**: This question aims to understand the researchers’ expectations of an artificial character and where there is need for improvement.

- **Matters of understanding and structuring communication in ColPS**: The question aims to understand the researchers’ expectations towards communication within ColPS assessment.

- **Matters of understanding the assessment instrument**: The question aims to understand how effective current technology is (e.g. CBA ItemBuilder) in creating ColPS items or to examine retrieved data.

For each of these dimensions, subordinated research questions (open and half-open) have been defined. Three to six in-depth questions were created, within a well-structured interview guideline. After the first interview, some of the questions have been generalized in order to be able to conduct more focused questions and to reduce repetitive statements. The interview guidelines can be seen in Appendix A.1. The shaping of the questions has been done in such a way that experts who did not participate in the PISA 2015 assessment could also answer. The interviews were to be conducted within 45-60 minutes. The last paragraph of the interview guideline includes sociodemographic questions and information about the
research context of the expert. This data is not included with the transcriptions in order to maintain the privacy of the interviewees.

3.2.1 Sampling

“In a pragmatic perspective – focusing on the local context of knowledge production, the status of expert could be understood as ascribed by the researcher: a person is attributed as expert by virtue of his role as informant.” (Walter, 1994, p.271) Therefore, the experts have been chosen to be researchers in the wider field of ColIPS. Experts that suite this context were found through their research and were publishing their own research experience and experiments in the ColIPS field or were contributing to PISA 2015 directly.

3.2.2 Experts

This section gives insights to the background of the interviewed experts and their level of proficiency.

- Expert A: Associate Professor at a university, educated with a psychological background. Expertise is mostly within the cognitive part and the assessment part in the ColIPS field. The expert is part of a team of around 15 people. Further research within the field of ColIPS is planned.

- Expert B: Post-PhD researcher and assistant lecturer with an educational background. Expertise is in human-human and human-agent setups of the assessment with a focus on the collaborative aspects of ColIPS. The team size varies with the projects and funding. A shift of research focus is possible depending on funding.

- Expert C: Professor at a university, focusing on cognitive science, artificial intelligence and educational software. The team size varies with projects and funding from 15 up to 100 people including teams at partner institutes. Research within the field of collaboration and life-long learning is planned.

- Expert D: Post-PhD researcher at an international institute with an educational background. Expertise is varied but is focused on psychometrics. Team size changes but is typically about 4 members. ColIPS is not the main research focus but will be part of future research interest.

- Expert E: PhD senior lecturer with a background in computer science. Expertise in ubiquitous environments and collaboration to foster formal and informal inquiry-based learning. The team size depends on funding and projects but is between 4 and 10 members. Research focus within ColIPS will be maintained in the future.

3.2.3 Data Processing and Analysis

The interviews were conducted via Skype or, in case of connectivity issues within the country of the interviewees, through a technology of their choice. The interviews were recorded on the PC of the interviewer, as well as with a second external device as fallback. Five
interviews were conducted, although the recording of one interview was corrupted through technology issues. Since notes were taken during this interview, these will be included in the analysis. The interviews were conducted in English only, in order to reduce distortion of the results through subsequent translations. The audio files have been transcribed into a minimal transcript (Selting et al., 1998, p.8ff). Transcripts were examined jointly so they became clear to any recipient. Also, the adjusted interview transcripts offered a better basis for analysis according to the qualitative content analysis approach of Mayring (2010, cited in Mey G., Mruck K. (eds) Handbuch Qualitative Forschung in der Psychologie, p.601-613). All transcriptions can be found in Appendix A.2 of this thesis.

As mentioned above, the data that was gathered through the interviews was then analyzed following the procedure of Mayring’s qualitative content analysis in an abridged form. The results were transmitted into a Microsoft Excel table and can be found in Appendix A.3. The data was set out in a matrix that supported allocation of results given by the interviewees in order to perform a better analysis. This approach made it possible to carry out the evaluation of the interviews in accordance with the theoretically derived topics (see Mayring 2010, p.57ff).

In a first step, all the interview transcripts were read, and possible structures and patterns were noted. In the next step, the answers of the experts were structured, analyzed and evaluated according to the selection criteria given by the question categories. Depending on the research question and material, the appropriate analytical technique (summary, explication, structuring) was chosen (Mayring 2010, p.65).

Newly-discovered insights that were gained through this technique then led to further development of hypotheses and research goals for this thesis and could conceivably lead to further research.

3.3 Analysis of the Expert Interview

3.3.1 Description of Results

The results to the enumerated dimensions given in the previous subchapter were evaluated with the Qualitative Content Analysis according to Mayring in mind. In this section, only interview data is presented and it is not related to the theory. A conclusive discussion of the interviews will be presented in the next chapter.

General Questions about ColPS Assessments

- Do you feel confident with the current state of ColPS Assessment with agent-based systems (e.g. such as has been used in PISA)?
There was not a consistent level of confidence in the current state of collaborative problem-solving. The novelty of the entire field, especially in the context of digital assessment, was emphasized by all participants of the interview. Two researchers who contributed to PISA 2015 commented that in the context of the assessment, the approach that was followed was the best possible (Interview 1 and 3). The limitations that come with the preservation of the validity of an assessment enforce restrictive conditions on the ColPS construct (Interview 1 and 2). This is why two experts mention that they were not fully satisfied and one was not at all satisfied with the current state of the assessment (Interview 2, 4 and 5). Reasons for satisfaction were the high quality of standardization and the resulting feasibility of a large-scale assessment like PISA (Interview 1). Objections to this view centered on the lack of enrichment for specific situations in the context of problem-solving such as negotiations. Another point of criticism was that the sample size for such a young technological construct has been over dimensional and issued to the public without sufficient testing beforehand (Interview 2 and 4). Another gap in the assessment that was emphasized was the importance of the scoring of an individual's performance, although another expert presented a contrary view, saying that the performance of the group is important (Interview 5). This point is in reference to the situation where an individual might be rather introverted in oral contributions but is good in performing other tasks that contribute to a solution. One expert emphasized that dissatisfaction arises due to the lack of completeness and awareness of research that was conducted before the PISA 2015 assessment. All interview partners agree that the extent of the construct itself has not been captured in an ideal way or in its entirety.

**Do you feel confident with the current state of technology available to conduct collaborative problem solving with students?**

There was agreement between the interview partners in questioning confidence in the state of technology. Three out of five participants mentioned the imitation of natural collaboration in several contexts (Interview 1, 4 and 5). The agreement is around the point that emerging technologies open the space for further research on increasing the naturalness of collaboration such as use of natural language. In the context of PISA, one expert stated the importance of a differentiation between what is possible and what is useful in the context of this further technical development (Interview 1). The technical background of the team behind the PISA 2015 assessment is emphasized as versatile in all dimensions (technical, psychological, educational), yet the feasibility of the imitation of a natural collaboration with agents has to be questioned (Interview 1, 2 and 4). In contrast, another interview partner believed that exhausting the rich state of technology could definitely result in sufficient authenticity.
for an assessment (Interview 5). The same person stated that the authenticity of collaboration scenarios is not achieved in the assessment and, linking back to the question, semantic extraction is limiting development. Three out of the four interview partners agreed on this limitation and mentioned the major challenge of PISA, which is the multilingual aspect of this specific international assessment. The scale of the semantic complexity, especially for multilingual assessments, is the one restriction that recurs throughout the interviews.

- Other than CBA ItemBuilder, do you know, or have you worked with other tools to create Items for collaborative problem solving? If yes, what did you like or dislike?

Four out of the five experts are carrying out research with their own technological artefacts in the field of CoIPS, and two of these artefacts are also able to handle assessments (Interview 2 – 5). The expert in the first interview did not specifically state which platform was being used. It was emphasized that the freedom of educators to use a technology of their choice in order to create valid course or assessment designs should be a given. Yet, the availability of tools is rather limiting educators in the creation of their lecturing or assessment artefacts.

Three out of five interview partners were familiar with CBA ItemBuilder, which was used for PISA 2015 assessment (Interview 1, 2 and 4). Those who were familiar with the platform agreed on the objective fact that the platform available for a large-scale assessment was building a solid base for the context with an increasing complexity. Nevertheless, the difficulty of considering all aspects of an assessment of this scale is a major factor. The absence of software that can fully meet needs in the educational context is mentioned to be a universal issue in the field, and one expert (Interview 5) emphasized the huge difference of technology available to the educational sector as against, for example, the gaming industry. Likewise, another expert expressed concern about the non-existence of assessment platforms that could incorporate technology such as augmented or virtual reality (Interview 4).

- If you could name the most important aspect of the assessment of collaborative problem solving that needs improvement - what would it be?

Opinions on this question were manifold, and there was no major consensus to be discovered amongst the interview partners. As a technical improvement, interaction itself was mentioned to be improved. This means an increase of the variety of interactions possible to the test taker or simply something different from multiple choice answers (Interview 1 and 5). The system should also be able to react better to the student’s interaction or offer follow-up interactions (Interview 3). One person emphasized the lack of general background research to obtain a better general
understanding of the nature of collaboration (Interview 2). This undercurrent can be heard within all the interviews and also in other questions: In the field of ColPS assessments there is no solution in which the nature of collaboration is mirrored commensurately.

**Matters of understanding and creating artificial characters**

- *Can you briefly describe the interaction of a student with an agent in a current ColPS assessment?*

All interview partners were aware of the PISA 2015 assessment setup. It mostly has been described as a rather limited interaction that simulated a chat-based environment but set up as a multiple-choice assessment. The reason for this closed interaction was the standardization that is necessary for such a large-scale assessment. One researcher described their own research approach compared to the PISA assessment, where the setup of the test environment is a human-human interaction (Interview 2). With this approach, the researcher initially left the conversation open, allowing natural language. This unveiled the complexity of natural language implementation to the assessment instrument. Obtained data of this study could not be processed appropriately, and there was no possibility to score the conversational transcripts. This experience brought the research team to another human-human approach, where the choices a test participant could make were pre-defined messages. The reason for the renunciation of an agent was to obtain a more realistic situation of the collaborative problem-solving process.

- *How would you ideally expect an interaction with an artificial character in an agent-based system?*

This question might appear redundant because it is the inverted formulation to the previous question. Yet, it demonstrates its value by obtaining profound results and to reduce cognitive dissonance of the interview partners. To retrieve the expert’s expectation of artificial characters in ColPS, this inverted questioning is specifically posed and brought manifold answers. Even though every expert had a clear idea about possible enrichments, two out of four interviewees said that a profound definition of a best possible interaction is hard to define (Interview 1 and 2). Also, two experts could state that the authenticity of the agent should be enriched and that they should simulate a more natural behavior of collaboration (Interview 1 and 4). Although the other participants have not directly formulated the general extension of authenticity, they have steered in the same direction with their other statements: the agent should be able to obtain and process the student’s behavior and adjust its reaction to it. Another suggestion follows the same direction, stating that the response
to the kind of interaction a student performs should be more versatile, for example when the student needs more iterations to find a good solution (Interview 5). This includes the very basic expectation that the agent understands what a student is saying. All experts were addressing emotional aspects of an agent as an ideal enhancement.

- **If you have to build CoIPS Items now, is there anything else missing for the best possible implementation of artificial characters for CoIPS Items?**

To narrow down the best possible outcome of an agent that could be built, this question aims to gather information about other missing implementations. Answers that were given emphasized the desire for more naturalness in the CoIPS assessment situation. This opinion was shared by four of the five participants with a high priority (Interview 1 to 4). It includes the increase of the authenticity of the collaboration itself, but also of the avatars or artificial characters. As one expert is mentioning, the privacy and the ethics of such a situation should be considered (Interview 5). The ethical part is nearly not considered in any publication that discusses the CoIPS construct. However, it certainly deserves more attention to be prudent about the preservation of data and the user’s privacy.

After all, one expert is agreeing to the necessity of an increased richness of different patterns for interaction. This richness should be applied to the artificial character, such as a sort of a physical interaction or voice implementation (Interview 5). Yet, these wishes tend to defeat the purpose of the assessment.

- **How would you describe the perception of the student through the system? Does the student’s behavior (anger, mistrust, fear or doubt) influence the artificial characters? Is there a channel to recognize the student’s reaction (especially when messages are pre-defined)?**

This question is focusing on the system’s perception of the student’s interaction with it. Four interview partners state that there is no perception of the student through the system. Though the system of PISA, CoIPS is reacting in a certain way to the response that was given; the reinforcement of the student’s reaction is stated as imperfect. One expert explains this by the minimalist setup of the CoIPS items with predefined messages where the scoring is based on the choices selected. This emphasizes the focus on the cognitive part of CoIPS and not on the social part of a collaborative situation. A study that is mentioned many times by the experts throughout the entire interview, but also in the context of this question, is research conducted by ACTnext. This research on CoIPS is collecting a lot of information about the test participants like, for example, the position in the room, and then the system adapts to these kinds of information. Two interview partners took the opportunity in
this question to give suggestions or further considerations about these circumstances (Interview 1 and 5). One is to do further analyzation on the implementation of natural language and how this could be implemented to maintain the validity. One other expert stated that it has to be considered that students do not show a major interest in educational software in general, why it should be scrutinized if it is necessary to enhance an assessment to this extent, or if it wouldn’t be sufficient to just focus on a series of submissions for example (Interview 5).

- How does the artificial character influence the quality of the item or are there other aspects to be considered?

This question tries to get to the bottom of quality assurance of an assessment, when having implemented artificial characters. The general tone of experts in this interview is that agents influence the validity of the assessment. They have a major impact on the assessment since people’s reaction to artificial characters can be versatile. One expert is stating that more agents will leave less space for the human to interact (Interview 2), while this could reveal a contradiction: another expert states the more complex a problem is, the better it can be solved with more participants (Interview 5). Another consideration that was mentioned by two of these interview partners is the consideration of the identity of the character and the impact that it can have. If an artificial character is of a certain heritage or gender, or is speaking with a higher or lower voice, this might influence the student’s behavior in a collaborative situation based on personal convictions of the student and their own social background. One interviewer is emphasizing the difficulty of this question where there might not be a correct answer yet without further empirical research.

- Do you think a personalization (as in personification) of the artificial characters help to enrich the item type?
  - visual personification (e.g. providing faces with mimics)
  - linguistic personification (e.g. talking in a rather informal language)
  - characteristic personification (e.g. strong characteristics)

Ultimately the dimension of the personalization of an artificial character is of interest for this thesis. Three of the interviewed experts agree on a certain impact of characteristics to the student and therefore to the assessment. Yet, again it is mentioned that this question would need further empirical research (Interview 4). The dimensions of influence that the implementation of characteristics could have are versatile. Two interviewees agree that it would enrich the entire experience of the assessment and might have an impact on motivation of the participants (Interview 1 and 2).
2015, the choice of an answer will not initiate a reaction to the agent: “As long as this is missing, also the other improvements do not have a bigger impact.” (Interview 2). Hereby, one expert was differentiating more on the suggested properties of an agent. The interviewee concludes that a visual enrichment could increase the engagement of the student, but also the noise of the item (Interview 1). The personification is an influence that should be implemented with the construct of collaboration in mind.

Furthermore, two out of the five experts emphasize the cultural background that the agent could mimic, as well as the representation of the agents by gender, voice, age and others (Interview 4 and 5).

**Matters of understanding and structuring communication**

- **Can you briefly describe the communication, taking part in a typical ColPS assessment?**

The first question in this section focuses on the procedure of communication that is taking place in a ColPS assessment. Three of the experts were referring to the PISA 2015 assessment (Interview 1, 3 and 4), while two were answering with their own research projects in mind. The communication implemented in PISA 2015 is described as a system reacting to a student’s choice of answers given. One expert is describing the situation the most concrete: The student gets introduced to two agents and gets presented a selection of answers (Interview 3). This makes it a multiple-choice interaction. Since the number of choices is discreet, the agent’s reaction can be irrespective to the student’s reaction. This is why the reinforcement of a student’s reaction is considered as imperfect. Another argument that came to light is that the focus within the PISA assessment is on the topic itself, whereas it doesn’t allow any off-topic conversation. This is namely the biggest difference towards a real-world situation (Interview 4).

One expert is describing the communication in the own conducted research as restricted, where the students can send predefined messages, images of the screen or diagrams (Interview 2). This decision was made to maintain the validity of the assessment, due to high complexity that a natural communication brings. One other expert is trying to implement communication as it happens in daily life into his research. He discovers that communication varies with the engagement of the students who are collaborating. Some might be distracted, and the participation might vary in general. For example, some students are less physically involved, but share a high amount of information, while others are not participating to the communication but work silently on concrete solutions to a part of the problem (Interview 5).
• How would you ideally expect communication to happen in an agent-based system?

Four experts were giving answers to the question how the communication should ideally be in an agent-based system. The overall agreement on the free and open integration of linguistics is present and considered with different arguments.

A consideration prohibiting the implementation of free speech of a student is the lack of instruments to analyze the semantics of the statements. Other factors that can be considered are the implementation of time-based interactions. The interview partner refers this suggestion to the current state of ColPS assessment in PISA 2015, where a student has unlimited time available, but is scored by the result. This isn’t coincident with the natural situation of problem-solving in our daily life, where a contributor to a problem-solving situation much rather has a certain amount of time available and can approach with several attempts to find a solution to the problem within the given time. A similar direction can be heard from another participant who emphasizes that more back and forth interaction would increase authenticity. Another estimation of a best-case scenario was presented, where also inter- and intra-group interactions are considered. Restricting analysis to the dialog only is not realistic because a collaborative problem-solving scenario is just as limited to text-based interactions only.

• If you have to build a ColPS item now, is there anything missing for the best possible solution for communication within a CPS assessment?

Again, participants are jointly agreeing the necessity of the enhancement of the interaction in several ways. Two participants are comparing the state of current ColPS assessments to the state of the art in the gaming industry and point at the gap in technological realization. The recent approach as a step-by-step approach is criticized to be too discrete, and the integration of a continuous flow of interaction is proposed. The same two participants give suggestions on the enhancement of interaction through the integration of talk or small talk, allowance of search processes, or similar situations as they are given in classical gaming. Also, the tracking of conversation flows is mentioned, comparable to office situations where grapevine is common. In conclusion, there are two statements that bring up critical considerations; one is the collection of rather less data, but the right one and the other suggests that the most realistic assessment of a ColPS situation would be to assess one person with a thousand other persons in a problem-solving situation to obtain a quantifiable meaning, which also is not realistic.
Matters of understanding the assessment instrument

- Is there something missing when you think about currently used agent-based system, that a real-life interaction has, but the current assessment instruments do not have? If yes, what is it?

This question is posed to understand given restrictions by the instrument. One person is referring to the restrictions that the CoIPS framework brings to the assessment. For the assessment itself, enrichment through video or voice recording is one aspect to be considered. This statement goes with another expert’s opinion where the consideration of the macro space such as the entire classroom should be made. Furthermore, a desire for in depth enhancement of social interaction has come to present with this question. The assessment of feelings and descriptors of the human-human discussion are wished at the side of the test-taker. While the implementation of a simulation of emotions, facial expressions, an interaction between the agents or in general more reactivity are considered as missing parts when it comes to the enhancements of the assessment instrument. On the rather technical side, there is mentioned that even the implementation of pauses or delays would bring an enhancement to the instrument because it would increase the authenticity of the conversation.

- Did you have to process the obtained data that a CoIPS (e.g. CBA Item Builder) Item generates (as in quantitative research) and how practicable was it for you to handle the data in order to conduct quantitative research?

Two out of five interview partners were familiar with the data of the PISA 2015 assessment. The data processed for this assessment are extensive and mainly expert oriented. This can bring certain constraints but works well if the researcher has a certain goal in mind. The other three participants were able to tell from their own research constructs how data structures are set together within this research field. One researcher was missing specific data in terms of actual meta or para data that could be given by the system but were not preserved or not published throughout the study. One certain restriction is the lack of clear standards for assessment data. In terms of the item-data itself, one expert highlighted its sparseness; thus, it was only saving binary data, giving information whether the student was clicking the element within the item-section or not. One researcher described problems that generally come with assessment data or data from sociological studies, which is the amount of data to be processed. This constraint will be resolved as soon as richer technologies such as unsupervised deep learning evolve and can be used for automatic scoring.

One person described data that is provided by their own developed system and emphasized the complexity of collaborative problem-solving data. It is important to
maintain the ability to manipulate the database in order to get specific results. The consensus amongst the interview partners was given that fortified data would be an enrichment to the construct.

- Where do you see agent-based systems in your daily life? If you have seen some or are actually using them, which ones are you using? Which ones do you like the best and what do you like about them?

In order to understand whether the interview partners tend to rather reject or accept these kinds of technologies in general, this question focuses on the researcher’s attitude. Three researchers were describing that they either have agent-based systems in their daily life, or as a part of their research (Interview 3 - 5). Two of them are using the virtual assistants that come with most operating systems now. These are, for example, Siri by Apple, Cortana by Microsoft, or Alexa by Amazon. One researcher was mentioning the work with own agents in conducted research, who serve their user by advising them as tutors or as lifelong learning assistants (Interview 3).

3.3.2 Discussion of the Results

The results that emerged in the interviews will be discussed in this chapter associated with appropriate theory. Results should be put in a context with current discussions and standards.

General Questions about ColPS Assessments

This section of the interview aims to gain insight into the general attitude of the experts towards ColPS. Interview partners argued about the general research background to the PISA 2015 assessment. Krkovic, Greiff, Pásztor-Kovács and Molnár were discussing the constraints of the assessment of collaborative problem solving in their publication in 2014. In this publication they were able to unveil major gaps and problems in the existing attempts to provide assessments of collaborative problem-solving. This underlines the tone of interview-partners. Discussed weaknesses of the assessment could have served as an indicator of necessary further research in advance of the large-scale assessment.

Hence, one expert is mentioning the necessity of reducing the reading load. This argument is being reflected in considerations, published in Japan after the PISA 2015 Assessment. The results of this study on secondary data of the assessment (Komasu & Rappleye, 2017, p.619) were confirming the concerns of policymakers and mainstream media in eastern Asia. The introduction of computer-based testing had the effect of lower reading scores in that region. This consideration does not apply to the ColPS assessment, which specifically emphasizes that computer-based assessments can have an impact on the construct of an assessment in general. Komasu and Rappleye are stating that the most important argument
about their results is that the shift to computer-based assessment in PISA 2015 may have invalidated the OECD's attempts to provide comparable longitudinal data to the world. Contrary to this, Greiff, Holt and Funke were stating the advantages of Computer-Based Testing in 2013 (p.85). This setup provides a basis for a controlled approach to collaborative problem-solving and opens the field to a more manifold data analysis ex ante. This argument also can be connected to the argument about difficulties in maintaining content validity and measurability of an assessment, which was brought up by several experts in the interview as well. Nevertheless, further research on the impact of reading load within computer-based assessment might be a direction the field can profit from. This introductory part of the interview has already revealed some powerful arguments to the deficits that ColIPS constructs in a digital environment still have.

**Matters of understanding and creating artificial characters**

The background of this question reaches out to OECD, saying “PISA took advantage of computer-based delivery and let students interact with computer simulations of humans (known as computer agents) whose behaviour can be controlled. […] Students’ performance with the computer agent was a moderately good predictor of their performance with the human partner.” (OECD, 2017).

The current state of the artificial characters implemented to the assessment has been described with a general critical tone by the experts. The publication of the PISA 2015 results, but much rather the considerations and the collaborative problem-solving framework were opening the field to further research on better approaches. Yet, there is rather little literature about the generation of artificial characters within ColIPS constructs. Participants in the interview were finding fault in the variety of influences of the assessment, that an artificial character could have. These are namely; the tracking of emotional processes, having emotional cues like avatars or facial expressions, or simply and generically, a “human side”. Early agent-based systems were simulating a human performance of simple tasks by creating goal-oriented and data-determined behavior (Hung, Elvir, Gonzales & DeMara, 2009, p.1236). With the improvement of technology through several developments such as Automatic Speech Recognition, the necessity of more natural dialogs arises. Hung et al. argue that, currently, the spoken interaction may not be as efficient as accomplishing tasks as text-based interaction. Yet, a factor that certainly can have an impact is the length of a conversation. According to Schumaker, a conversation length is an important metric in maintaining dialog quality (Schumaker, 2006). Targeting the interview-partners’ desire or even previous research experience with avatar-based interfaces, literature confirms the positive impact of avatars within an environment (DeMara, Gonzales, Hung, Leon-Barth, Dookhooo, Jones, Johnson, Leigh, Renambot, Lee and Carlson, 2008). These avatar-based
interfaces can reduce the user's machine-interface workload and allow the user to more completely focus on the task itself. The resolution of multiple-choice type assessments can be seen as a certainty, if one is comparing current technologies published to the market. Thereby, the interviewees have repeatedly referred to the games industry, which is an environment that is well known to young participants. The gap between educational sector and the gaming industry can only be estimated, but according to experts in this interview, the educational sector has not the power to improve at the pace the gaming industry has done due to a lack of monetary resources and complicated founding systems. Further effects and implementations to the artificial characters that a participant should face but are not implemented at the current state are effects of time pressure, conflicts, stress or peace in an environment, working with competent or incompetent people (Krkovic et. al, 2014). Certainly, the research within agent-based environments is much richer, as the literature review already has shown. Also, we all have passed some time with ELIZA in the past. This is why the integration of conversational agents into the CoIPS construct seems like a promising approach. Interview partners were agreeing on this.

**Matters of understanding and structuring communication**

The questions in this part of the interview were aimed at understanding the researchers’ expectations towards communication within CoIPS assessment. A major part of collaboration is the communication between team members, and this leads to the need to ask experts about the key matters of communication structure when creating a CoIPS item.

According to Krkovic et al. (2014), “one way to structure communication in a collaborative problem-solving task is to use chat boxes.” The interview results emphasized that this is not the best practice that could be applied. The currently implemented structure of communication in most CoIPS assessments is restricted, and this leads back to the unsolved problem of semantic analysis. This is a complex field in itself and it brings major problems when it comes to automated scoring. Currently, there is no solution to the problem of automated scoring through semantic analysis, and this is keeping the assessment far from the implementation of natural language. One expert described the different roles a participant can have, which are currently not considered, at least not in within the Xandar Item which will also serve as the basis for the further evaluation of this work.

Several publications make the point that awareness of different group compositions is omnipresent in the field (Fall et al. 1997; Rosan and Rimor, 2000, Webb, 1995; Wildman et al., 2012). It is understood that students show differences in contributions and may be rather quiet but productive or producing lots of noise but not contributing to solve the problem. The same effect applies to the intragroup relationship, where students might perform better or worse when being exposed to different team members. Another aspect that came to light in
the interview is the consideration about implementing emoticons. Derks, Bos and Von Grumbkow (2008, p.99ff) conducted a study in which the role of emoticons in computer-mediated communication was observed. Their results showed that emoticons are mostly used to express emotions, to strengthen messages or to express humor. Furthermore, the participants in this study seemed to use emoticons that were similar to a facial expression that would emphasize their relating statement.

Certainly, this section brought important aspects to light when it comes to the implementation of communication into CoIPs Items. Most aspects are of a sociopsychological nature, such as the impact of different characters or the impact of the usage of emoticons. These considerations will influence the artefact that is being presented with this thesis.

**Matters of understanding the assessment instrument**

Research on collaborative problem-solving does not solely focus on the assessment, but also on the nature of the scenario itself. However, most research is conducted within the field of the assessment of collaborative problem-solving. The last paragraph of the interview focused on understanding the assessment instrument and examined how adequate the current state of technology is in order to create and enrich CoIPs items or to examine its produced data.

Interviewees mostly commented on missing implementations that refer to the item content and suggested only minor improvements to the available technology. This point leads back to the fact that most of the experts who participated had only limited backgrounds in the technical field, or it might be that they consider it more important to enhance the assessment with content-focused features. The results are varied, and again it becomes clear that experts are formulating a wish to integrate open-ended computational linguistics. Another factor that came up in the previous section was the implementation of pauses, delays or integrating not only inter-group interaction but also intra-group interaction. Rosen and Tager (2013) and OECD (2013) were likely to be aware of the missing variety in possibilities in CoIPs assessing environments. Nevertheless, they state that collaborators are actual people whose behavior is generally unpredictable. It becomes nearly impossible to construct a standardized setting for the assessment. Computers offer a sophisticated solution for controlling this variable: the computer agents act as collaborators in the assessment of real humans.

Scrutinizing the manageability of the data that is given by the assessment instrument unveiled the complexity of certain data. The previously listed suggestions for enhancements given by the experts would each bring a large increase in complexity to the instrument. Certain research approaches, such as the practice-based learning activities by Curcova et al. (2018), include the entire environment of a group to better understand intra- and inter-
group relationships in a collaborative problem-solving situation. The underlying learning-analytics system has specifically been created for collaborative scenarios and collects both ambient and live data within the environment. This confirms the experts' opinion that gathering complex data is a challenge, but manageable with a specific goal in mind.

Findings such as those published by Rosen and Tager, as well as of the OECD, were the initiating factors for this thesis: the belief that a human-agent approach can be implemented in a way that brings stability to the assessment and, even though natural language is a challenge, it is worth giving it a try. With PISA, a large-scale study has been conducted that gave meaningful findings; hence, it is obvious that further research can be based on these profound results in order to evolve the field.

3.4 Interview Summary

In conclusion, the interview results emphasized the great potential of the field. Experts shared information and objective thoughts on the topics with extensive professional expertise.

The focus within given answers is mainly a reflection of the current state of the assessment and on best-case scenarios how the assessment could best unfold its potential. Above all, critical voices state the gap between realistic problem-solving scenarios and currently applied ColPS assessments that don't entail all parameters of a realistic scenario. The interviewees were encouraging and optimistic about the likelihood that integration of natural language to the assessment is a promising next step within this field. Constraints that come with this project are the maintenance of validity and neglect of automated scoring. In the current state, those constraints cannot be resolved due to the insufficient capabilities of the instruments when using semantic interpretation of the natural language. The importance of the inclusion of numerous factors has been emphasized, as has the high number of influences that are neglected in most of the current assessments. Within the interviews, several questions could be answered about important considerations applying to the field of ColPS. The empirical research conducted has influence on further decisions about the implementation of the artefact that is developed for this thesis. These assumptions can be read in Chapter 4.
4 Assumptions from Empirical Research

The synthesis of the research on the construct of collaborative problem-solving and conversational agents so far has brought various results to light. This chapter builds the bridge between previously conducted empirical research results and the prototype to be developed in the next step of this thesis, which represents the prescriptive study. Section 4.1 gives answers to research questions posed at the beginning of the thesis. Section 4.2 sets out the criteria that will form the scope of the prototype in order to describe the desired final state of the thesis.

4.1 Referencing the Research Questions

The literature analysis serves as a method for the research clarification (RC) which is part of the research design, in order to identify criteria of success for the prototype. Subsequently, the descriptive study presented considerations, given by experts, that have an impact on the construct of ColPS.

- **What is the role of agent-based systems for collaborative problem-solving?**

  The agent-based system has a central role in the field of collaborative problem-solving. This is evident not only in the fact that research is being conducted as human-agent approach, but the interview results also show that agents are the most promising instrument with which to conduct reliable and valid research and assessment.

  Especially for assessment scenarios, the agent serves as a static variable in order to obtain an instrument of high content validity. Artificial characters to be implemented in a scenario can be mostly neutral, or they may take on certain characteristics. The possibilities for influencing the instrument seem to be extensive; therefore, the agent-based system has a special role to play, particularly as an extensive variable.

- **What are the most common approaches and associated difficulties of assessing collaborative problem-solving?**

  Most common approaches that are taken into consideration within this thesis are human-human and human-agent approaches. Equally, the literature and interviews confirmed that these two approaches serve best to assess collaborative problem-solving. While the human-agent approach serves as a valid and stable instrument to preserve predictable and controlled data, the human-human approach brings a wider variety in the results. It is more experimental but allows the observation of the natural construct of collaborative problem-solving. The human-agent approach exists in many different versions; thereby, many variables can be adjusted in line with the interests of the research, including the sort of interaction a test-taker performs, the straight-
forwardness of dialog, or the enhancement of the problem-space itself. The simulation of artificial characters attracts a surprisingly high level of interest within the field. To recap, these two approaches can be seen as antithetical constructs that both build an extensive and promising base to the field.

- *What influence does the implementation of a “natural collaboration” have on the assessments for collaborative problem-solving?*

An empirically valid answer to this question cannot be given at this stage of the thesis. Interview results let one assume that the increase of so-called “natural collaboration” can have a positive impact on motivation and participation of test-takers; however, interview results showed that the factor “natural” might endanger the internal validity and reliability of an assessment. Nevertheless, for certain research objectives, especially targeting the social-psychological aspects, it is the only instrument that can provide meaningful answers.

### 4.2 Criteria for the Development of an Agent

Results of the research clarification and descriptive study have been synthesized in the form of criteria, serving as a framework for the agent to be developed in the next chapter. These criteria represent desired enhancements that can be applied in a context of conversational agents and collaborative problem-solving. The following three criteria are a selection from many possible criteria that can be derived from the previous results of the thesis. Those that are selected promise to be the ones with the greatest impact on the construct. The factors of influence that emerged in the interviews thus serve as a constant, while selected properties of the constructs “conversational agent” and “collaborative problem-solving” serve as variables in order to produce valid criteria.

- **Allowance of natural language**

  One argument that came to light within the interviews was the implementation of natural language, which can influence the student's participation and which is a social skill of the collaborative problem-solving framework. According to Wooldridge’s’ definition (1995) of a conversational agent, an agent has to show reactivity; thus, the impact of natural language as a logical criterion in order to create a supportive artefact is a given (Figure 7).
• **Enrichment through interactivity**

Experts in the interviews emphasized the importance of interactivity, referring to the problem space in a CoIPS assessment. Within the cognitive skills, the task regulation is one major criterion in the CoIPS framework. Furthermore, IBM states in its definition of agent-based systems (Section 2.2) that an agent should "employ some knowledge or representation of the user's goals". This forms a criterion that indicates that enriched interaction can contribute positively to an agent (Figure 8).

• **Enrichment through strong characteristics**

Thirdly, the interview unveiled the impact of characteristics that an agent can have. This certain impact can influence the outcome and perception of a collaborative problem-solving situation and might increase the difficulty of tasks. Social regulation is considered part of the social skills of CoIPS activities. Within the definition of bots, characteristics can have an impact on the social ability that defines an agent (Wooldridge, 1995).
These three criteria build the base for the artefact to be created for this master’s thesis. Their derivation from the clarified research context (Chapter 2) and the descriptive study (Chapter 3) builds a valid base for the creation of an artefact to be described in the next chapter.
5 Prototyping the Agent

This section represents the prescriptive study which describes the development of a working prototype that offers support to the research of CoIPS. The prototype in this thesis is developed with Dialogflow, formerly known as API.AI, by Google. Its language processing is based on machine learning which allows the agent to understand a user's interactions as natural language and convert them into structured data. In Dialogflow terminology, the agent uses machine learning algorithms to match user requests to specific intents and uses entities to extract relevant data from them (Dialogflow, 2018). For this reason, the concept for developed dialogs is structured as conversation flows, a technique that is applied in many concepts of conversational agents. Further description of development decisions can be found in this chapter; an overview over the process can be seen in Section 5.1 followed by the presentation of the results in Section 5.2.

5.1 Process

This section describes the design process of the creation of the system. In order to develop a prototype that maintains a certain validity, the published Unit Xandar of PISA 2015 serves as the base concept. The development of the artefact follows the standardized ISO/IEC/IEEE 12207 “Systems and software engineering – Software life cycle processes” (Figure 10). The fulfillment of the entire process would exceed the scope of this thesis, but certain stages are followed in order to show a comprehensible approach to the development. The following describes the development process and task-based criteria of several steps in the form of a requirement catalogue.
To obtain the preset goals, the steps that had to be followed are: gather stakeholder requirements; proceed with a system requirement analysis; carry out system architectural design; perform implementation (implies software architectural design, software detailed design and software construction); and, finally, the system integration. The entire plan, conditions for the development and requirements can be seen in Appendix B.1: Software development plan. The following section (5.2) then describes the execution and results of this software development plan.

5.2 Execution

This section describes execution and results, created through following the software development plan (Appendix B.1).

5.2.1 Idea-Generation Stakeholder Requirements

Natural language

To obtain a solution that allows natural language, a conversational system has to be developed. The extent of natural language in a communication means that the user can talk in a natural manner to an interface with their own language. This can be done by providing a front-end to the user that is a chat client (Figure 11).
Interactivity

In the ColPS Xandar Unit by PISA 2015, the system is divided into two parts. One part is the conversation space that contains pre-defined messages. The other part is the problem-space, where content is shown that provides the information of the task to solve. In Xandar, this is a scorecard with three buttons: Geography, People, Economy (Figure 12).
Figure 12: Interface of Xandar Unit in PISA 2015 marking the two main components of the interface: Conversation- and Problem Space (oe.cd.org, last access 01.08.2018)

Clicking the buttons activates the according test questions (Figure 11) per topic of the Unit.
The attribute of “interactivity” should at least fulfill the current interactivity of the unit at the same extent. A more graphical approach might increase the interactivity of an item. Furthermore, the conversation space should not be disabled during the collaborative problem-solving scenario. Leaving the test-taker the freedom to choose whether to gather information through conversation or through interactive components should increase the authenticity of the scenario.

**Strong Characteristics**

The third focus is the implementation of strong characteristics into a client. The implementation of this criterion does not follow certain sociopsychological standards and merely provides a concept to demonstrate the impact a strong character can have in a problem-solving scenario. This concept hypothesizes the implementation of two contrary personalities that will demonstrate the phenomenon; thus, two personas have been developed that build the base for the personalities. Personas in this study are qualitative instruments that are defined by following the proposed approach by usability.gov[^3] which can be seen as a state-of-the-art approach. Personas can be seen in the Appendix of this thesis (B.2).

---

Conclusion

A system that fulfills the previously defined requirements had to be put into a conclusive context. To obtain a “big picture” of the expected result, a mockup of the system’s end-state has been created (Figure 14).

![Mockup of the expected final state of the system](image)

Figure 14: Mockup of the expected final state of the system

5.2.2 Matching System Requirements

Component 1: Conversation-Interpreting System

First, the conversation-interpreting system has to be determined. The market of so-called chatbot platforms is versatile. To gain an impression, and to find a system that could fulfill the previously set requirements, the overview of Davydova (2017) published on chatbots-journal.com was helpful. This article compared 25 platforms that offer the service to create a conversational system. Requirements of the platform were; free to use, support the English language, and integration of conversational clients that also offer free access.
With the given requirements, three of the twenty-five platforms suited the context of the purpose: Wit.ai, Kitt.ai, and Dialogflow. In the context of a research project, an open source platform would have been preferred due to data security reasons; hence, there currently seems to be no such platform that was able to meet all the requirements of this intended project. Due to time restrictions that is a given with a master’s thesis, an extensive native development would have endangered the success of a project.

The platform of choice for this project is Dialogflow. It provides a well-developed environment with a comprehensible documentation to novices.

**Component 2: Back-end**

The back-end system of this agent is inherited within the Google Cloud. This solution served as the most functional one in order to use the functionality of Dialogflow extensively.

**Component 3: Conversational Interface**

Dialogflow allows the integration of the developed artefacts into many conversational systems such as Telegram, Facebook Messenger, Slack, Viber, Twitter and others. Conditions for the selection of a conversational interface include the possibility of implementing enriched content such as interactive cards that can trigger further actions of a system. Initially, Telegram was believed to be a suitable interface but has been discarded due to its limited access. A user can only access and use Telegram when signing up with a mobile number. To make sure the system to be developed can be accessible to a wider target group, this limitation excluded Telegram as suiting client; however, Slack meets all the criteria, and the creation of a workspace that can serve as a test environment for both developers and test-users that could then provide the base for further development.

**5.2.3 Development System Architectural Design**

The prototype in this thesis has been developed with Dialogflow, formerly known as API.AI by Google. Its language processing is based on machine learning which allows the agent to understand a user’s interactions as natural language and convert them into structured data.
5.2.4 Implementation

5.2.4.1 Software Architectural Design

The architectural design of the artefact to be developed can be explained as follows: Three components have to be implemented within a chat-based environment that offers the user a certain freedom and clarity of interaction. In this case, the two agents Anna and Kevin serve as agents for social interaction, and the “Xandar Quiz Instructor” represents the component to employ the problem space to the user (Figure 16).

![Figure 15: System components (Graphic by dialogflow.com, retrieved 03.08.2018)](image)

![Figure 16: Architecture of the interactive component](image)

5.2.4.2 Software Detailed Design

Conversation flows

In Dialogflow terminology, the agent uses machine learning algorithms to match user requests to specific intents and uses entities to extract relevant data from them (Dialogflow, 2018). For this reason, the concept for developed dialogs was structured as conversation...
flows, a technique that is applied in many concepts of conversational agents. Dialogflow suggests the approach of devising conversation flows in order to have a profound concept of the goals of an agent. These conversation flows are presented in the following sections with an explanation of their context and connection to the original Xandar Unit. The logic that is forming these conversation flows can be understood as follows. A conversation has been formed with the preset conversation given by the PISA unit of Xandar. In order to maintain the impression of an actual conversation, the bots do not answer to text messages out of context. The suggested fallback intent by Dialogflow would be, e.g. “Can you say that again,” which would imply that the interface is being used as a voice assistant. This is not the case, so the fallback intent has been excluded from this prototype. Furthermore, the idea behind the scoring was being maintained. When the user sends a message similar to the scored message in the original assessment, the conversation proceeds as planned. In order to simulate a more fluid conversation flow, a solution to the other case was necessary: What happens when the user is not saying something that could be directed to the right scoring? The avatars either give hints, hidden in the conversation, or the avatars give the scored answer themselves in order not to interrupt the flow of the task. As follows, this chapter briefly describes the implemented conversation flows. The graphical representation of the conversation flows can be found in Appendix B.3. The introduction how to set up the test environment, and the explanation of the task itself has been described on a separate introduction guideline (Appendix B.4) and on the webpage that is used as documentation to this thesis: http://770695-2.web1.fh-htwchur.ch/demobot.html.

**Item 1, Part 0: Start Conversation**

In order to start the Unit, the user has to start the conversation. The initiation of the dialog is not part of the Xandar scoring guide, published by OECD in 2017. By greeting the other participants, the first explanation of the unit is given: the Xandar Quiz instructions can be triggered by typing “Xandar Quiz”. The conversation flow to this section can be seen in Appendix B.3.1

**Part 1, Item 1: Following Directions**

The first item in the Xandar Assessment is the introduction to the task. The user triggers the Xandar Quiz instructions and can see a card that describes the several elements to the text. Buttons that give further information about the tasks are “HowTo”, “Geography”, “People” and “Economy”. Appendix B.3.2 shows the conversation flow to this section.

**Part 1, Item 2: Understanding the Game**

After understanding the interactive Xandar Quiz instructions, the user should initiate further conversation. For example, the user could ask a question like “how can we do this?” The
conversation is being proceeded and ideally the user is suggesting making a strategy with the group. If the user is giving different answers, one of the agents will suggest the planning of a strategy in order to continue the conversation with the right logic. The conversation flow to this section is displayed in Appendix B.3.3.

**Part 1, Item 3: Agreeing on a Strategy**

After the user and agents have agreed on the necessity of a strategy, they have to plan how a strategy could look that helps them in solving the quiz. The conversation continues with the same dialogs, given by the original Xandar Unit by PISA 2015. Again, the user can now give several suggestions, while the correct answer would be to ask the team members about a good way to find a strategy. Other messages will trigger the agent to suggest the definition of a strategy. The conversation flow as it has been described here can be seen in Appendix B.3.4.

**Part 1, Item 4: Agreeing on a Strategy**

Team members were now in agreement that a plan for a good strategy is necessary. Again, the conversation flow is following the construct of the original Unit. The scored message is to suggest a division of the group, so that each one answers questions about one quiz topic. The suggestion of this solution would then lead to the next conversation flow. If the user is contributing differently, the agents will again give the suggestion of dividing the team to maintain the logic of the task. This is the last exemplary conversation flow that can be seen in Appendix B.3.5.

**Reflecting on the creation of conversation flows**

The time available to this master’s thesis restricted the implementation to five items of the original unit; however, it would certainly be interesting to have the complete unit implemented to this set-up. The completion thereby is a suggestion for further research, as well as the training of the environment to implement more scoring responses or back and forth conversation between the scoring events.
5.2.4.3 Software Construction

The conversation flows serve as concepts for the implementation into Dialogflow. The focus of the realization of the conversation flows was the creation of intents that can trigger the conversation. The interface for the creation of intents is shown in Figure 17:

![Figure 17: Intents in the Google Dialogflow system](image)

An intent is a mapping between a message of a user and what action should be taken by the agent. Intents have the following dimensions:

- **Training Phrases**: Examples of messages, sent by a user. Can have parameters such as, for example, colors.
- **Actions**: Actions are sent to fulfillment once an intent is triggered (not implemented).
- **Fulfillment**: Code deployed through a web service to provide data to a user (not implemented).
- **Responses**: Responses that the agent gives to matching messages of a user.
- **Contexts**: Can be used to “remember” parameter values, so they can be passed between intents.
Each element of a conversation flow is implemented as an intent into the platform. To enrich the authenticity of a conversation, some intents were having responses with multiple messages. This subjectively resembles most the nature of a chat-based conversation.

Furthermore, the matching of the intents with messages was trained in several test-iterations (Figure 18).

![Training Interface of the Google Dialogflow System](image)

Figure 18: Training Interface of the Google Dialogflow System

### 5.3 Description of System Integration

The last step of this development is the integration of the software components into the system that reaches out to the end-user, namely the chat client. Slack offers a convenient creation of applications into their system by publishing an extensive API to developers. Consequently, three applications were created to allow the formation of a triologue, accompanied by the interactive component that provides instructions of the quiz. These three applications can be installed independently into any Slack workspace. Adding them to a channel or to a group-chat is the final step to obtain a container for the simulation of the Xandar Unit. The final state of the environment to be created can be seen in Figure 19.
5.4 Reflection of the Prototype’s Creation

An evaluation of the retrieved system data through usage exceeds the scope of this thesis. Nevertheless, it is probably the most interesting part of the entire approach towards enrichment of collaborative problem-solving tasks through conversational agents. In order to estimate the appropriateness of this approach, the session data gathered through usage can be compared to predefined conversation flows (Section 5.2.4); yet, at this point, the agents would still need training in order to respond to a wider variety of conversations.

Although every single agent can be targeted in a conversation in a dialogue (which means not in a group chat with the other components), the private dialogue with an agent might not as yet be satisfying. The agents were created with a focus on functionality within the concepted test setup. The implementation of conversational structures is an elaborate process, and that is why it was necessary for this thesis to restrict the number of Items to be implemented.

The preset criteria that formed the success of the implementation could be fulfilled; however, the weakest of all fulfillments is the implementation of interactive components. The initial idea of this thesis was to enrich the system by mini-games, but these could not be implemented because the implementation of such games is restricted to the Telegram client. Beyond the development that was planned, the implementation of emoticons into messages has been done.
6 Results of this Master’s Thesis

The conducted research clarification served as a comprehensive instrument to this thesis. Subsequently, goals that had to be obtained in this thesis could be acquired. These were subdivided into three parts:

(A) Aiming for the creation of a human-agent environment that follows Radinski’s and Craswell’s definition of a conversational system (2009).

(B) Focusing on unveiling useful enhancements of a human-agent system.

(C) Limiting the thesis to the development of five items of the Xandar Unit in order to showcase the achievement of the goals in (A) and (B).

Criteria resulting from the synthesis of research clarification (Chapter 2) and the descriptive study (Chapter 3) could be matched. A critical consideration of the achievement can be read within the reflection of the implementation (Section 5.4). At the beginning of this thesis, three research questions were introduced and two of them were discussed in depth in Chapter 4. The last research question to be answered in the introduction of this thesis is:

Which influences does the implementation of a “natural collaboration” have on the assessments for collaborative problem-solving?

This research question is not answered within this thesis, but several hypotheses that resulted from this research will be given as suggestions for further research:

Implementation of natural language

H1.1: Use of natural language within a ColPS environment increases performance in participation of a user.

H1.2: Use of natural language within a ColPS environment positively influences the perception of reactivity of an agent.

Implementation of interactivity

H2.1: Interactivity within a ColPS environment increases performance in task regulation of a user.

H2.2: Interactivity within a ColPS environment positively influences the perception of employed knowledge of an agent.

Implementation of Characteristics

H3.1: Stronger characteristics of an agent within a ColPS environment increases the performance in social regulation of a user.

H3.2: Stronger characteristics of an agent within a ColPS environment positively influences the perception of social ability of an agent.
As stated in Section 4.2, the components that are likely to have an impact on the construct are, on the one hand, the dimensions of assessed CoIPS skills and, on the other, the dimensions that define a conversational agent. Thus, these two factors are presented as variables, while the constant of the instrument should be the criteria (natural language, characteristics, interactivity). This suggestion can serve as the last stage of the DRM framework that is underlaying the thesis: a descriptive study that evaluates the artefact in the form of an empirical data analysis. For the valuation of this thesis, test-accounts are provided. The account data will be delivered separately with this thesis.
7 Discussion and Outlook

This thesis was introduced as a two-part research project that aimed firstly to examine the construct of ColPS as human-human and human-agent system and, secondly, to propose a solution that unifies advantages of both approaches of the interaction (human-human and human-agent). Both aims of this research project were met and the underlaying methods were highly effective as a foundation for achieving the objectives.

Even though the Design Research Methodology is a rather new approach, it enables the development of artefacts with the support of valid and profound research results in a conclusive manner.

Presenting the argumentation of this thesis, there are several constraints that need to be mentioned. First of all, the literature review was a difficult task due to the limited population of publications in this field. Nevertheless, the research reports reviewed seemed to be of high quality. The empirical research that was conducted as expert interviews brought to light very interesting points of view about possibilities and limitations of the field. The number of interviews conducted could usefully be increased in order to obtain even more results and insights; nevertheless, both the research clarification and the descriptive study gave rich results to help answer the research questions that formed the scope of this thesis. The criteria in consequence, and set out in Chapter 4, served well to obtain a comprehensive artefact that matched the defined goals of this thesis. Following ISO 12207 norms when developing the artefact ensured the thoroughness of the implementation and the completeness of considerations. Thus, the setup of the prototyped environment seems to offer a promising construct as it can easily be taken forward, in both vertical and horizontal elaboration of this work. A vertical elaboration of this work could be the development of the full Xandar Unit and the reinforcement of preset criteria. The horizontal elaboration of this work could be the realization of further artificial characters with different attributes or the implementation of different ColPS Units.

Questions identified in this thesis that remain open are fundamental: the created artefact is currently implemented on a platform that does not ensure data security or any kind of privacy maintenance audit. The implementation into an open source framework that resolves this severe limitation of the artefact and allows it to be used for public research should be evaluated and would enhance the value of the entire research. Further topics that result from this thesis are emphasized in the reflection of the development of the artefact. Conducting a conclusive descriptive study through empirical analysis would complete the research of this thesis. Its evaluation can open further promising research directions to the field of collaborative problem-solving.
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9 Appendix A – Interview Data

The appendix A contains three main elements to the thesis: interview guidelines (A.1), interview transcripts (A.2) and the matrix for interview evaluation (A.3).

Appendix A.1 – Interview Guidelines

Which problems do we have to face, assessing Collaborative Problem Solving in an Agent Based Environment?

Interview guidelines for expert interviews

Introduction: Thesis and overview

Thank you very much for offering your time for this interview. First of all, I would like to give you a brief introduction to my master thesis, to this interview and its analysis. I’ll introduce briefly the topics we will talk about, then we are ready to start the interview.

About the Project

This expert interview is part of my master thesis that I am writing at HTW Chur, aiming to earn the degree Master of Science in Business Administration Major Information- and Data-management. The expert interviews will be the base of the qualitative research of the thesis and help me to narrow down my research objective. In my thesis I aim to find an approach to a refined CPS assessment, conducted in an agent-based environment.

Analysis of the Interviews

If you agree, I would like to record this interview. Your answers will be handled as confidential information and will be analyzed anonymously. In case cites will be used in the analysis, all concrete information that might externalize a person's identity or affiliation will be removed.

I appreciate not only your knowledge. Also, your valuation and opinion are a matter of interest in this Interview.

Conducting this expert interview with you means that I appreciate your knowledge and skills in the research field. There might be questions, where you cannot provide answers with accurate, backed knowledge. Nevertheless, I would appreciate your answer, giving a subjective estimation or opinion on the question.
The interview process

Questions in this interview will be subdivided into 5 topics.

TOPIC 1 – General Questions about CPS Assessments

TOPIC 2 – Matters of understanding and creating artificial characters

TOPIC 3 – Matters of understanding and structuring communications

TOPIC 4 – Matters of understanding the assessment instrument

TOPIC 5 – Sociodemographic Questions

TOPIC 1 – General Questions about ColPS Assessments

1. Do you feel confident with the current state of ColPS Assessment with agent-based systems (e.g. such as been used in PISA)?

2. Do you feel confident with the current state of technology, available to conduct collaborative problem solving with students?

3. Other than CBA Item Builder, do you know, or have you worked with other tools to create items for collaborative problem solving? If yes, what did you like or dislike?

4. If you could name the most important aspect of the assessment of collaborative problem solving, that needs improvement - what would it be?

TOPIC 2 – Matters of understanding and creating artificial characters

1. Can you briefly describe the interaction of a student with an agent in a current ColPS assessment?

2. How would you ideally expect an interaction with an artificial character in an agent-based system?

3. If you have to build ColPS Items now, is there anything else missing for the best possible implementation of artificial characters for ColPS Items?

4. How would you describe the perception of the student through the system? Does the student’s behavior (anger, mistrust, fear or doubt) influence the artificial characters? Is there a channel to recognize the student’s reaction (especially when messages are pre-defined)?

5. How does the artificial character influence the quality of the item or are there other aspects to be considered?

6. Do you think a personalization (as in personification) of the artificial characters help to enrich the item type?

   a. visual personification (e.g. providing faces with mimics)

   b. linguistic personification (e.g. talking in a rather informal language)

   c. characteristic personification (e.g. strong characteristics)
**Topic 3 – Matters of understanding and structuring communications**

1. Can you briefly describe the communication, taking part in a typical ColIPS assessment?

2. How would you ideally expect communication to happen in an agent-based system?

3. If you have to build a ColIPS item now, is there anything missing for the best possible solution for communication within a CPS assessment?

**Topic 4 – Matters of understanding the assessment instrument**

1. Is there something missing when you think about currently used agent-based system, that a real life-interaction has, but the current assessment instruments do not have? If yes, what is it?

2. Did you have to process the obtained data that a ColIPS (e.g. CBA Item Builder) Item generates (as in quantitative research) and how practicable was it for you to handle the data in order to conduct quantitative research?

3. Where do you see agent-based systems in your daily life? If you have seen some or are actually using them, which ones are you using? Which ones do you like the best and what do you like about them?

4. Researchers often speak of poor validity of the results. What exactly is endangering validity of CPS when being assessed digitally?

**Topic 5 – Sociodemographic Questions**

*Some questions about the interview partner and his research environment*

1. Where are you working now and what is your current position?

2. What is the main focus of your research within the ColIPS field?

3. How large is the team you are working with?

4. Do you plan to work on the improvement of ColIPS Assessment in the future?

**Final questions & interview end**

1. We reached the end of the interview. Did i miss a topic that we should have talked about or that you want to mention

2. Is there a closing word you would like to say?

Thank you very much for your time.
Appendix A.2 – Interview Transcript 1

A | Introduction

Left out in recording due to connectivity problems.

B | Main Part Interview

Question 1.1

Interviewer: Hello?

IP01: Yeah, hello? [crosstalk 00:00:38]. Okay, okay. So, when it comes to the question would I feel confident with the current assessment of Collaborative Problem-solving, in particular in PISA 2015, I would say to some extant.

IP01: So from an assessment and a problem-solving perspective I would say yes, but I do know there is a lot of research that is about collaboration and more in terms of social psychology, in terms of truth dynamics, collaborative learning, education, and criticism from this field, or from those fields would probably mean that they would say that PISA 2015 is not natural enough. It does not allow for a wide enough range of communication.

IP01: Which I think is a general criticism when it comes to agents but then again the PISA assessment was very restrictive in terms of also what the agents were able to do.

IP01: Given that something like this has never been assessed in a large scale assessment, at least not in PISA and not on such an international scale, I think it was a first good shot. I think also given the constraints in terms of you need a standardized assessment, not allow for a too wide kind of field of collaboration or cooperation within the tasks, and you need to be able to score the individual performance and not the team performance.

IP01: I think what was done in PISA 2015 was a good first shot. At the same time many improvements could be made, but also when you introduce improvements in terms of you kind of prod of the assessment space and you make it more natural or you allow for more types of collaboration.

Interviewer: Yeah.

IP01: Always kind of get other problems at the same time.

Interviewer: Yeah. I was reading your publication about these problems you are addressing, and I ... Yeah, I feel what you are talking about is something I can understand very well. Because you were talking about many problems that you have to face already, during the assessment, and that it is not easy to provide solutions to the current problems that there are existing.
Question 1.2

Interviewer: So for my field, or for me personally, I would like to ... Since I'm not a social psychologist, I'm not a pedagogue or nothing like this, so I would like to focus a little bit more on technology. **So, if you consider current state of technology that you have available to conduct Collaborative Problem-solving with the students, how do you feel about the current state?**

IP01: Well, given that I am a psychologist, probably my view on the technology is somewhat limited, in terms of what I know about the current state of VR. I think that it's always a bit different of what can be applied on a broad scale and what is technically possible.

IP01: I would probably think that much is technically possible and that you can have very intelligent agents that interact in an almost natural way with students, but that might not be at the stage where you can kind of implement it into a study such as PISA.

Interviewer: Yeah, okay.

IP01: I know that the Collaborative Problem-solving extra groups, so the OECD, has always scientific extra groups.

Interviewer: Yeah.

IP01: And they were basically different views. Some guys that had more computer science background, they basically said, we can’t have an agent that also gives the impression of being almost a natural type of communication. While others said, no, nothing can basically ... Well, nothing can be as natural as just kind of working together with another student.

Interviewer: Yeah.

IP01: So I guess personally I would be somewhat reluctant in terms of, well, in terms of the claim that we can really mimic natural collaboration with agents.

Interviewer: Yeah, besides natural language, probably there are other approaches to, yeah, to get towards a more natural conversation, and that's something that I would like to figure out a little bit more.

---

Question 1.3

Interviewer: Did you ... But that's something later on. You were working, probably with a CBA item builder, have you personally worked with the item builder to create items? Do you maybe know something or some other tools that are existing in order to solve the same problem?

IP01: Well we’ve worked a lot with the CBA item builder but not for Collaborative Problem-solving. That was actually ... So we never actually offered any items, but it was done by the test developer, by the educational test developer.
IP01: They basically do item by item implementation into an overarching framework, but they don't have this kind of offering tool that the CBA item builder is supposed to be.

IP01: But I started working with the item builder maybe 10 years ago, and I have grown critical, to some extent, as I see that it is very difficult to actually come up with offering tools, the more specific or more demanding an item type gets.

IP01: So I think like in the case of Collaborative Problem-solving for PISA 2015 it was a good approach to basically implement it item by item, because the demands became at some point so specific that it's quite difficult having a generic platform that allows a non-computer scientist or a non-program, or a non-IT person to actually work with the operating tool.

IP01: It was also with the CBA item builder at a point where we wanted student assistance to work with the item builder, and they were able to do that, but it took a lot of time to really acquaint themselves with the item builder.

Interviewer: Okay.

IP01: Once they were acquainted enough they usually left, so that was a bit of a difficult situation.

**Question 1.4**

Interviewer: Okay, I understand. Okay. If there would be one most important aspect of the assessment of collaborative problem-solving, that needs improvement, what would it be? Would it be rather the technical aspects? Or do you have other aspects in mind that you feel are the most lacking ones?

IP01: Well I mean the technical one is an obvious one. Another one would be to reduce reading load. Because when we talk about PISA 2015 it's a high reading load on all the units, but it's not supposed to be reading related. It's like being able to read is not core of the construct.

Interviewer: Okay.

IP01: I think somehow widening the collaboration space from a content perspective, in terms of making it not so reading dependent, allowing for little type of different collaborations, that would be important.

Interviewer: Okay, if you're talking about different collaboration, what do you have in mind?

IP01: Can you say that again?

Interviewer: When you talk about sort of a different collaboration, what do you have in mind? Except for the agent based approach, for example, or do you still mean the agent based approach but different in some other kind of way?
IP01: Yes, I do mean the agent based approach. I mean in PISA 2015 it's just so limited in terms of, it's multiple choice, it's all region.

Interviewer: Yeah.

IP01: It's a very, very limited type of interaction also, number of steps is very limited. I think the challenge would be to widen this in terms of, you know, when you look at tutoring systems or something like that, you know, you have some kind of different interaction there and kind of widening that without losing the assessment reader that is needed.

**Question 2.1**

Interviewer: Okay, I understand. Okay. Good. To get to the next topic, I would like to understand a little bit better how the creation of the artificial characters could be ideally? I'm more referring to the current state, how it has been, having two artificial characters, or actually I'm not even addressing the amount of artificial characters, but in the end, I would like to ask you about your findings in problem-solving itself, where you were having an approach with three different types of interaction.

Interviewer: But that's for later on. For now, I would like to ask you to briefly, maybe just very briefly describe the interaction of a student with the Collaborative Problem-solving assessment.

IP01: In 2015? PISA 2015?

Interviewer: Yes. Yes.

IP01: As I mentioned already, it's quite limited. It's all check based, and it's multiple choice based.

Interviewer: Yeah.

IP01: The student gets different answer options, and then you know, something happens in between, like the agents say something, or they do something. Yeah, so it's multiple choice, it's check based, and usually it's kind of not ... It's quite a few steps until a task is solved, so it's not like a longer flow of interaction.

Interviewer: I understand. You said if I'm referring to 2015, have you seen different approaches?

IP01: Well I know that, as I mentioned, the PISA collaborative learning of social psychology, I mean they have very different approaches, I think most of them are actually interactions with actual people, but I think some of them also use some kind of intelligent environment. Then there was of course the ATC21S initiative.

Interviewer: Yeah.

IP01: Which was also a large scale initiative which used real collaboration, but that has been also suffered from quite a few shortcomings that, as far as I know have not been solved.
IP01: In a way it's like we need to find a good balance between making collaboration natural, which then makes it very uncontrolled, and making it at the same time, making it sufficiently standardized to be able to draw an assessment out of that.

IP01: It's in a way a juxtaposition, and so ATC21S went very far on the side of making it natural, and less practical, and PISA went very much on the side of making it standardized.

Interviewer: Yeah.

IP01: I would think maybe some kind of just a bit more full would probably be a good next step.

Interviewer: Okay. That's very good. I also think that yeah, maintaining the validity of the results is something that's very important and I see that there is lots of writing in the field that this is a huge issue, which makes it that hard to get more into a ... To make a step towards natural environments, or more natural situations. Yeah, I think that's a very hard step to get towards to.

Question 2.2 see above

Question 2.3 see above

Question 2.4

Interviewer: How do you feel the perception of the student himself, through the system? Is there anything existing that the system recognizes and reacts to the student behavior? And do you think it is necessary?

IP01: Again, in 2015, obviously the agents react specifically to the choice the student made, but of course it's a discreet number of choices.

Interviewer: Yeah.

IP01: Sometimes basically the student, or well the agent reacts irrespective to what the student chose, sometimes it's targeted at that.

Interviewer: Yeah?

IP01: I think that is necessary, I mean kind of the natural flow of communication is that, you know, there is an input and there is an output, a response that we have to reinforce. That's why that was also so constrained in PISA 2015 because I understand you need highly developed agents in order to enact like open input and then a targeted response, and this was always imperfect.

Interviewer: From my side I was thinking about, for example, if you allow natural language, there are already good technologies to structure language, and you have, for example, approaches like IBM has offers tone analyzers that actually offer an interpretation, a quite solid interpretation of language and it's meaning.

Interviewer: So I think there are interesting technologies available, but of course it's a question of how well they work and how good they can be
implemented in order to maintain the validity of the item type. But I think there are interesting approaches. I don’t know if you heard about IBM solutions on language interpretation?

IP01:  No, but I am aware that there are these type of approaches. It was not feasible for PISA just because of the number of languages.

Interviewer:  Yeah, that's true. Yeah, I read it.

IP01:  Yeah, but having some kind of study like this, in a specific language context probably would make a lot of sense.

**Question 2.5**

Interviewer:  Yeah. Okay. Good. Do you think that a personalization of the artificial characters would help to enrich the item type? Such as a visual personification, or the linguistic that we already discuss now quite a lot, or in the end a characteristic personification? I think for the linguistic personification it’s clear that's something that we were having talked about now a lot, but for example, having a visual personification of the artificial character, do you think this is an approach that might enrich the item?

IP01:  I think so. I mean I think that when you look at these tutoring things, usually they have some kind of face. I mean it's always like they might even be some kind of animal or whatever, or some kind of tool. I would think that is, yes. I also think this can increase the engagement of the student. That's something that as well was missing in the PISA 2015, I think if you go through the items it's very ... You know, they're not very rich, graphically.

IP01:  On the other hand, of course, you know, with these visual aspects you also introduce some kind of noise as well. But having some more or less neutral kind of visual face, that where you would think that people wouldn't react too strongly to, I think that would make sense.

IP01:  As for the characteristic personification, I would think that, you know, you would need to define what you think a good collaboration is. That would probably involve being able to deal with different characteristics, so I would see this more as a way of content validity of the assessment, to say well, we theoretically decide that somebody who's good at collective problem-solving, you know, can deal with the strong personalities or with the unmotivated personalities, and have, for the sake of content validity, these aspects included.

Interviewer:  Okay. Yeah, that's true. Okay, thank you so far.

**Question 3.1**  See above

**Question 3.2**

Interviewer:  Which also belongs to the artificial characters, but it's rather own topic, is the communications that do take place. Yeah, I can ask you again about the communication, how it is in a CPS assessment, but you
already said, it's very structured, it's very static, it's very ... It's only multiple choice, so the communication is actually not a natural communication, but besides opening to natural communication from the side of the bot and from the side of the student, how would you, ideally, expect the communication to happen?

IP01: Well that is a good question. Because of course everybody could easily say having it as open, as natural as possible. I mean that is of course that I can say this, and I'm going to say that's wishful thinking.

IP01: Because that's not going to happen, and particular not going to happen in assessment context. So what I would probably like to have is at least some more options. As I mentioned, they should be less reading dependent, or less written in a way. So there should be the possibility to also communicate through some actions, visual actions. I know this is to some extent implemented into the ATC21S task, that students just kind of work together on a task as well, but they had open chat, which made them run into immense problems.

IP01: So, it's kind of a question, how can you make interface that doesn't take long for students to understand? That allows a bit more action than just four multiple choice answers, but doesn't allow for open chat, because this is too complicated. I don't have a perfect solution for that, because if I did I would already kind of develop items.

Interviewer: Yeah.

IP01: In this direction, but I think it's kind of balancing these different aspects of better station, not too reading depending, giving space for collaboration.

**Question 3.3**

Interviewer: Yeah, okay. That's almost answering, but maybe I'm still asking you, if you have to build the collaborative problem-solving item now, and not 2015, is there anything missing for the best possible solution for the communication? What is missing for you as a tool, probably? What do you think you would miss?

IP01: Well, I mean I would have probably said that in 2015 as well, because just the time for the item development in these [inaudible 00:22:32] assessment is so short, so you don't really ... You need to come up with something within weeks, basically.

Interviewer: Yeah.

IP01: So I probably would have ... Actually, I think some of the ATC21S tasks, they kind of ... You know, the students have different information and then they kind of work together on something, so it's a bit more of interactive collaboration, because it's very kind of step by step, it's very discrete.
IP01: I think if I wanted one thing to be implemented then it’s a bit more continuous flow of interaction.

Interviewer: Okay. If you talk, say interaction, what do you actually have in mind thinking about an interaction? Is it for example rather interaction as I am drawing as well? Or do you have something special in mind?

IP01: No. I mean I probably wouldn't say it's only kind of talking, but it's also doing something, on some kind of search environment. I mean if you look at I guess classical gaming, you will find many examples of where people have to work together online, whatever, so some of this.

Interviewer: So maybe doing research on how people in reality work together as in, they sketch, they write, they create, yeah, idea maps, or something like that, to implement that would be helpful to create better communication and not only language based communication, if I understand you right?

IP01: Absolutely. Absolutely.

Interviewer: Okay, that's very nice. I also think that would be ... Yeah, a very good approach to actually try to structure natural groups or natural problem-solving and maybe enhance it with some more tools to get to a result. It sounds very good. Yeah.

Question 4.1

Interviewer: The last big topic is for me to understand the assessment instrument itself. But I already started a little bit in the very beginning. It all gets together here. If there is something missing on the agent based system that a real life interaction has, that is something where we just came to. Do you have other ideas besides what we were just mentioning? For example, adapting from real life situations?

IP01: Well, no. I mean I think what I find important is to kind of make a good distinction between a theoretical framework on collaborative problem-solving, which would probably kind of encompass all situation that you could think of, which we collaborate as human, and an assessment framework, which will always be limited. No matter how rich you kind of develop the environment.

Interviewer: Yeah.

IP01: You know, again, I could talk in terms of wishful thinking, we need this, we need that, but given realistically what you could have, even with a lot of time for development and a lot of time for assessment, you will always be limited. I think that's not a problem, per se, it just needs to be spelled out. There's specifically what these limitations are.

IP01: Of course the PISA framework has been very restrictive in terms of the type of interaction it allows and basically this could be theoretically why [inaudible 00:26:24] definitely, but I think we discussed our suggestions on where I would widen it if I were to say, what would be the first aspect where it could be brought or opened up.
Question 2.2

Interviewer: Okay. Okay. Now I'm shifting over to a totally different situation, so, maybe I would like to see if you ... Have you had to work with the actual data that the CBA item builder generates after the assessment? Have you had to handle the data that was generated through the assessment? And how practicable was it for you to handle the data that you got in the end in order to conduct quantitative, or maybe also qualitative research?

IP01: Well, so with the results of collaborative problem-solving I'm not even aware which items are run in the item builder. I am not aware of any item on collaborative problem-solving in the item builder. We've not worked with those.

IP01: We did some studies with the original PISA items and also with additional you know, item by item implemented collaborative problem-solving items, and there we did work with the project data, I think a very general notion is that you easily get lost in processed data and you just need to know beforehand what you are looking for, or you need to be very good in educational data mining.

Interviewer: Yeah.

IP01: Even there my impression is that you still need to know what you’re looking for.

Interviewer: Yeah.

IP01: We did work with other items in the item builder, with process data and that was also ... We had at the end of the day an extraction tool, but there again the [were 00:28:16] of kind of deciding and theoretically deriving what we want from the process data was kind of the most important part.

Interviewer: Yeah.

IP01: Yeah.

Question 2.3

Question 2.4

(left out later on)

Interviewer: Okay. Talking on this, I can actually skip the next questions, but if I see it right, you and other researchers, yeah, often speak of ... Yeah, also of the poor validity that you get from the results then. Is there something that you see ... Is it because of the not very structured approach of the data? Or not of the lacking ... Yeah, maybe I would say ... Can I assume that the structure of the data is maybe something that is not very transparent?

IP01: Yes, definitely. Yes. Absolutely. I don't even know whether it's publicly available, and that is usually also not because of the OECD wants to hide anything, I hear this notion sometimes that people get, I guess, a
little bit paranoid, that you know, it's not [inaudible 00:29:37] information, it's just lack of resources, you know?

IP01: It's like you know, if you want to structure this data but you don't know who's going to work with it, so somebody has to pay for it, and it's a lot of work.

IP01: We did an initial study with the 2012 process data for the OECD and then we realized that all processed data, so on the creative problem-solving, not collaborative problem-solving, creative problem-solving, PISA 2012, and there we realized how much work it really is to just simply prepare processed data.

Interviewer: Yeah, yeah.

IP01: Again, I also know from the ACT21S people, if you talk to them they would not agree with that, but I have never seen any data, any publication ... They have this open chat, and they try to analyze it, and the best way they could come up with for doing it was the doing it manually. You know? They were looking at the chat, the chat input from both students and they had coders, who were coding.

Interviewer: Yeah.

IP01: Which is incredibly resource ... Which is incredibly costly.

Interviewer: Yeah, yeah, I think so too. Besides the data, what do you think could also, here I'm writing about the validity, but what else is endangering rather the outcome of the collaborative problem-solving when it is being assessed digitally?

IP01: Can you specify on that?

Interviewer: Okay. How, or ... Yeah, if you’re assessing it in a digital way, the collaborative problem-solving ... No, the question doesn't really make sense.

IP01: Topic four, the fourth question?

Interviewer: Yeah, it is the fourth question. I would say what exactly is endangering the validity of the collaborative problem-solving, but it is not really ... I was ...

IP01: I guess the ... I guess the answer to that would be, empirically the validity has never been shown.

Interviewer: Yeah.

IP01: There needs to be some evidence that actually people that collaborate better in these tasks are also in real life better collaborators.

Interviewer: Okay.

IP01: That has not really been shown, and I think this also ... I think this probably goes for many research items. So you either need a strong content rationality, you know, [inaudible 00:32:22] is collaborative
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problem-solving, from a content perspective, or you need this empirical evidence. I think both is missing. In a way.

Interviewer: Okay, no that's interesting. Now I'm glad that I still asked it, because I was thinking, oh maybe this question is not really suiting very well anymore, but it was just perfect. Thank you very much.

Question 5.1 – 5.4 are not part of the transcript due to anonymization and data security

.....

C | Final questions & Interview end

Interviewer: That's it actually. Now I'm at the end of my interview, and of course in the end I would like to ask you if I forgot to mention something? Did I miss a topic that I should have talked about with you?

IP01: No. I think you captured most of the important stuff.

Interviewer: Okay.

IP01: I mean of course it's important, I think, who the other experts are. I would hope you have kind of a diversity of people, that would probably help your research. [crosstalk]

Interviewer: Is there anything else that you would like to say before I at least end the-recording?

IP01: No, all good. I wish you good luck with the master thesis.

Interviewer: Yeah, thank you very much. I'm getting more and more, let's say I'm grabbing hope to get somewhere.

IP01: Excellent.

Interviewer: And I'm very, very thankful that you were offering me your time. It was extremely helpful and were amazing opinions that you could give me. So thank you very much.

IP01: You're welcome.
Appendix A.2 – Interview Transcript 2

A | Introduction

Interviewer: First of all, of course I want to thank you very much for your time, to conduct the interview, because you help me a lot by, with this. [crosstalk]

IP02: I hopefully will.

Interviewer: Oh yeah. You cannot do anything wrong. From your side, I'm the one who has to handle it then.

IP02: Okay.

Interviewer: To talk to you about the project, as you know, it's my master's thesis. I aim to have the Master of Science in business administration, afterwards, hopefully. The expert interview, they are part of the pre-study. The pre-study, I would like to figure out what are general problems, approaches about collaborative problem-solving. I have some brief ideas in mind where I can dig in in detail, when it comes to the main study of my master's thesis, but the pre-study is really there to have a qualitative research on the topic.

Interviewer: If you agree, I would record this interview?

IP02: Sure.

Interviewer: That's very nice, thank you. I will send you the transcript afterwards.

IP02: Very nice.

Interviewer: For you, important to know is that I will anonymize everything that we are saying now, and I will really break it down to the point, what we are discussing, and even in my analysis afterwards, there will be no traceability about the information.

IP02: Yeah. Actually, I'm not worry about that, because I guess anything I would say to you, will soon be published, or at least this is our hope. Anyway, all of my ideas, I'm will to say out loud. I will say, hopefully, yes, in an article. Which, we will just about to submit.

Interviewer: Okay. That's great. [crosstalk]. Okay. As I said, I will send it to you anyways afterwards, so you can see the transcript.

IP02: Sure. Okay.

Interviewer: It just takes a while, I guess about a week or something until I can send you the transcript.

IP02: Okay.

Interviewer: Yeah, in the end, of course, is very important to say that I appreciate your knowledge, it's very valuable for me. If there is anything you cannot answer on, it's not a problem at all. I just appreciate estimation or an opinion that you have on the question. You can just say, this is
not topic I was working on, but I would say, just to give me a brief idea about your opinion on it. That also helps a lot.

IP02: All right.

Interviewer: Okay. Then that's already it. The interview topics that I like to talk about are, first of all, general questions about the assessment, then matters of understanding the artificial characters that you are currently or have been in PISA 2015, as in the agents, because they have, as I've seen, there is not really an artificial character, but rather that agents that were implemented. I'm going with the terms as an artificial character. Then, matters of understanding how communication has been constructed in the assessment. Then, in the end, understanding the assessment instrument. Last but not least, some questions about you and your team.

IP02: All right.

Interviewer: Okay. Then, let's get started.

IP02: All right.

B | Main Part Interview

Question 1.1

Interviewer: Do you feel confident with the current state of the collaborative problem-solving assessment with an agent based system?

IP02: That's a good question. I guess, the whole construct is so messy, and I'm sure everyone who's doing research on this field would tell you that so far, there has been no completely satisfying solution to assess this construct. The problem is, I'm not pretty sure if there could be any way to assess this construct in a way that everyone would say that yes, this is the one. This is the one which is in every way satisfying. I also think that more time should have been spent on the development and on the research before the PISA decided to assess the construct, and actually assess it in 2015.

IP02: It was not at all well-prepared and well-established. I couldn't even think of too many assessment tools, either agent based or not. We don't even have too many experiences which I can tell my opinion about. Shortly, the answer is no, I don't really feel comfortable with them. No.

Interviewer: Okay. When you're saying research development should've been conducted more, do you think, is about the technical research, or in which field especially do you think that research and development should've been conducted more, because you have so many fields, you have educational, social psychological ... Now I got a worm on my tongue. The social psychological. Now I got it. Then, the technical field, and so on.
IP02: No. It's not the technical field. I guess, I'm not an expert of the technical field. As far as I can see it, everything which could have been done from the technical support, was done. It's not about that. It's much more the educational psychology field. We should have collected much more information about first of all, what is at all collaborative problem-solving, because we don't have detailed information about the construct itself. We don't have the exact structure, we don't know how the two main components, the cognitive and the social component, are related to each other.

IP02: Actually, we have an artificial construct, but we don't have actually a proper knowledge about it. This is just one side of the problem. This is a theoretical problem. Also, we did have enough experience to find out what we should treat as an optimal behavior, collaborative problem-solving behavior. How should we assign different levels to different behaviors. I could go on and go on. It's not the technical part. I'm pretty sure that if we would have ... No, if we had enough experience, again, it wouldn't be the technical part, which would give the problem.

Question 1.2

Interviewer: Okay. It's already very interesting for me, because it's very good. Okay. Then let's just continue. That was basically the second question. Do you feel confident with the current state of the technology that is available to conduct the collaborative problem-solving students.

IP02: It depends. What are the aims, because if we talk about technology based assessment, one of the main advantages that your data set can be automatically evaluated. You don't have to do it by hand, but the computer itself does it for you. Where the problem is, the text. As you know it, the text, the human speech, still cannot be analyzed by a computer, a way that the human would do it. Still, we cannot evaluate human speech, whether it's a written or an oral speech. As long as this is not solved, this problem, the whole idea of assessing collaborative problem-solving will be, I don't know, will be somewhat damaged, because first, we should be able to do that, to analyze automatically the human discussion.

Interviewer: That is quite interesting, where I'm also reading about, general about this topic speech analyzing, because there has been some really amazing progress on it.

IP02: I know. I know about it, yes. I know that there are some embedded vocabulary. The programs can analyze based on syntactic signs or different, I don't know-

Interviewer: Actually, the analyses are not even that bad, already. The problem is, I think, rather that you have lots of languages in assessments.

IP02: That is a problem of the PISA, yes. Yeah, that's also, it's very much upon the language. For the English language, this aim I guess, it's
much closer in the future, to get realized, than for example, to the Hungarian language, which is much more complex. Much more.

**Question 1.3**

**Interviewer:** Yeah. Good. Have you worked with other tools like this kind of tools and the CPA item builder from DIPF to create collaborative problem-solving items?

**IP02:** Oh yes. Actually, I haven't worked with the CBA.

**Interviewer:** Oh, perfect. Which other ones have you used?

**IP02:** I know it, because once Ingo showed it. That was I don't know, four years ago. I have never worked with it. We are doing our research based on our online diagnostic platform. It's called IDIA.

**Interviewer:** Okay. Is it public or is it private?

**IP02:** That's a good question. Yeah. I wouldn't say it's public. No, it's not. No, it's not. It was supposed ... I couldn't really tell. Is it public? Is that okay if my husband tells about this, because he knows the official version.

**Speaker 3:** Yeah, shortly speaking, this is an online assessment platform, you can design and create items or even questionnaires, whatever. It has a built-in item builder in it.

**IP02:** It's also a test system. It's two in one, actually.

**Speaker 3:** It's a platform for schools as well. They can register through this system, and after that, they can send us identifiers for the students from a national database, what we have here in Hungary [Country-name], and they can carry out assessments in different domains, from science, mathematics, reading, to thinking skills. We have a lot of items and other test types. You can check out our demo test. Demo test, but we have actually more, than those things. We don't have enough time to show all of them in the demo test.

**Speaker 3:** Yeah, this is a kind of system. Actually, it's a communication platform, it's an assessment platform.

**Speaker 3:** For school practice, and also a suitable system for researchers as well.

**IP02:** Yes.

**Interviewer:** Oh, okay. Oh, that's interesting, thank you very much. [crosstalk]

**Crosstalking – Preview Question 4.2**

**Speaker 3:** Shortly speaking, yes, I guess IDIA system is not compatible with the TOA system, or the TOA system is not compatible with the IDA system. In a direct way. Of course, you can build items in each system, but you have to build them from the basics. It's not just import or export or something like this, it's not like that. Not like that.
Interviewer: How comfortable do you feel with the output that you have through your tool? The output and to then conduct more research on it? The outputted data that you have from your items, are they good?

Speaker 3: Yeah. Actually, it's a good part of this system. We have good data for research. In case of the collaborative problem-solving-

IP02: That's another issue.

Speaker 3: ... a lot of research has to be done, because this is much more complex. The items and the whole process, there's a lot of things going on during the test completion. We already did some development, it is not some-

IP02: You should know that ... First of all, my husband is also a researcher at the same department. We were doing this research together. He's quite involved in this CPS research. He's a much better person in this technical questions to ask, because simply, he had two years at this, which was that part [inaudible 00:19:24]. Anyway, he's mostly involved in this technical questions.

Speaker 3: Again, shortly speaking, it's like, yes, the data quite suitable for research purposes, if you have a normal inductive reasoning test, zero or one score, or you have a questionnaire, you can score them quite well. Actually, it can handle a lot of item types, and you can request your database in a lot of formats. We have in the download page, we can click different boxes, you can imagine. I would like to have a CSV format, I would like to have this kind of database, I would like to do only ... I only need just the scores please. I need all the data, I need the time data as fast, or something like that. You can imagine.

Speaker 3: There are several options how to download your data, it's not like you just get the database. You can customize your database in a way. It's quite good. In case of collaborative problem-solving, however, it was much more difficult. Actually, I would say we are still working on it. [crosstalking]

Question 1.4

Interviewer: The last question of this part would be, but I think you already said it, but just to get it together again, what is the most important aspect then, that the assessment of collaborative problem-solving needs, that has to be improved, that needs improvement? The most important part.

IP02: The most important, it would need more research background, definitely.

Interviewer: Okay.

Question 2.1

Interviewer: Okay. The next thing, where I'm digging in a little bit, because I think this is where I want to get a little bit more into details for my master's
thesis. It's the artificial characters really, so said, mostly you're mentioning it as the agents themself, the agents in the assessment.

Interviewer: *Can you briefly describe the interaction of a student, with an agent in a current item?* Speaking from your experience, I know now that you don't use a CBA, but how is the interaction taking part in your item?

IP02: In my item?

Interviewer: In the items that you usually construct for collaborative problem-solving.

IP02: Yes. First of all, our assessment tool is yet, a human human assessment tool. We don't have an agent. Which means, it's ... I would say it's much more realistic. That's the whole problem. One of the biggest problems, with the agent based concept, that of course it's artificial. This is for a reason, that's for standardization. Without an agent, you cannot realize the standardized test environment. This is why the whole idea came up.

IP02: Yes, we use humans, and our idea is that for embedding an agent, the starting point should be first of all, to build up a human human version, and then collect many data with this version, and then based on these data, their analyses create an agent. I really think this is quite a problem of the current agent based assessment tools, that this process has not happened. Do you understand it?

Interviewer: Okay. I understand it. Yeah.

IP02: Important stages have been missed.

Interviewer: Yeah. I felt like this quite often as well. I could see PISA, you have the interact is usually only the artificial characters that have predefined, it's a little bit more modified multiple choice, actually. Predefined dialogues, and then you cannot really answer what you actually want to say, but you have to click again. I felt like this as well, that it's very often like this with artificial characters, that you should observe, of course, people in this situation. I think your approach is very interesting.

Interviewer: To have the real people, and then really conduct, how do they behave in collaboration situations like that. That's very good.

Interviewer: How can I imagine, do they all ... For example, there are three people in a collaboration situation, and three people sit on three computers, and then they just write in a checkbox with each other, just to understand how they interact-

IP02: The current version is a two people version. Yes, they are on different computers, and they are chatting. In the latest version, the communication was fully restricted. First, we started with letting them typing in messages too, but we visualized the process where we have to reach the point of completely restricting the communication. Otherwise, it cannot be automatically-
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IP02: ... evaluated, you see.

Interviewer: How did you restrict the communication?

IP02: You see, one usually used method is the predefined messages. Which the PISA also used, and many other assessment tools. They could send predefined messages, and also we came up with new methods, like the tests were interdependent, which meant, do you know this term, interdependent?

Interviewer: Mm-hmm (affirmative).

IP02: That means that they can only solve the problem together. They see different part of the problem. They actually have to collaborate to solve it. They could send actual images of their own desks, of their own screens, and ... I guess I could send you some pictures, maybe it would be easier, which we will publish. Would you like to see some pictures, maybe it would easier to imagine.

Interviewer: Because I remember Ingo also said that you were having the research with actual people. Then, you came to, you had problems with it. That's what you were just saying, because we're first going with an actual language, and then you could not really structure language and results, right?

IP02: Oh yeah. That was quite long ago. Which, he mentioned I guess. Then we realized that actually, that sort of problem is not at all appropriate for creating restricted communication. That is true. We chose another type of problem, the MicroDYN problems, do you know them?

Interviewer: Yeah. I see that. Yeah. I have-

IP02: [inaudible 00:34:20] and his team builds MicroDYN problems a lot, they have carried out many researches on these problems. Also, the PISA 2012 contained at least two third of the problems were MicroDYN problems. We also build upon this approach, this model. Only, we made it collaborative. You should also know that it was actually Samuel's team, but the girl who started this research has already left. She has also turned MicroDYN collaborative by an agent. She embedded an agent.

IP02: In some ways, there are some similarities between her instrument and mine. She didn't start her research with a human human condition. What we are doing is that, we turned it into a human human assessment tool, and making the different variables available only for the different students. Half of them can be seen by student one, the other half by student two. They have to communicate about it.

IP02: It's much easier that you actually are familiar with the MicroDYN. It's easier to talk about it like that. They could ask for information, send information, and the information were little images of the diagrams. You understand?

Interviewer: Yeah.
IP02: Okay. I will send you some pictures too, which we will publish before, or after we are finished. Then you can imagine even better.

Interviewer: Yeah. Of course, I have to read about the MicroDYN. Then I also found a very interesting publication, I can't tell you which one it is, but I think it was also [inaudible 00:36:56], where he was actually writing about three different implemented scenarios of consistency, where he was playing with the consistency or inconsistency with a real world situation. That's a thing that is very ... It's actually a question that I was writing down, if there is a similar approach in the collaborative problem-solving as well. I read it within the MicroDYN publications. Now I know that you have tried the approaches.

IP02: Yes.

**Question 2.2**

Interviewer: Okay. Then the next question. How would you ideally expect an interaction with an artificial character, now we figured out problems with real world people, and with the artificial characters, and that they both bring problems. From your imagination, what would be the best situation, the most ideal, if everything technically would be possible?

IP02: Ideal, most ideal. Yeah, that's a good question. It's hard to tell what would be the ideal ... It's easier for me to tell you my other problems. Right now, I feel that, and of course it also has a reason, that it is the agent who leads the conversation. Of course, it's the way it should be done, because otherwise, the test couldn't end. Yeah, the computer leads you over to the test, and in a way, facilitates.

IP02: What I feel that the human, the student, who takes part in this test, cannot initiate, because of the restricted communication, cannot properly express himself or herself. Of course, the ideal way would be to use free messages and to feel that the agent actually understands what you're saying. If anything was possible, then yes, I wish that he would understand what I'm saying, and would collaborate just like a human. This is something I don't know, it's quite hard to imagine.

Interviewer: Yeah. I can imagine. [crosstalking] Have you heard about

**Question 2.3**

Interviewer: If you have to build a collaborative problem-solving item right now, what else is missing for the best possible implementation of such an item? Of the artificial character in the item. What are you missing? I already said it, but I try to narrow down, I circle a little bit around the topic. What is missing for the artificial character, if you're creating the item? The natural language or the understanding.

IP02: Yes. I don't know. It's not even the artificial character. For me, it's more like the human side. There are way to view opportunities to express yourself. You cannot express your feelings for example, you cannot use smilies in most of the cases, because it cannot be again,
evaluated automatically. While the agents are usually preprogrammed to show some kind of feelings, I don't know, for example, they give you a smiling smiley, or something like that. I guess it's more frustrating from your side, than the agent's reaction.

IP02: It's not the agent part, what I have problems with, but the tool itself, in its complex way.

Interviewer: The human has actually no possibility to express anything, everything.

IP02: Oh, no, not at all. No, with the restricted communication, not at all. That's the biggest problem with the restricted communication. Still, it is necessary, because otherwise, there would be no way to automatize the evaluation. That's why I told you that this case is so messy, and it's simply, it cannot be solved in a good way, because every scenario you choose, there will be issues. There is no good solution.

Question 2.4

Interviewer: Yeah. I see. Maybe you have read the next question already, but it's actually, this is a point where I wanted to get. The next question is, how would you describe the perception of the students through the system? That's what we were actually saying, that it's not really existing.

IP02: Yes.

Interviewer: The system does not recognize any state of the student, any feeling or whatever. Then the question is, does the student behavior, such as anger, mistrust, fear or doubt, influence the artificial characters as the agent?

IP02: As long as I have heard, not yet. You must have read about it, that the agent based system so far, for CPS assessments, are these so called minimalist agents. It's only written. We did three or five predefined messages to be offered, for exchanged, which, and the data set is dynamically changing, based on the last message. It's always changing. It's highly determined, actually. As it's quite minimalist, like the name says, no, there is no space for expressing feelings, or ... No. Actually, it's much more focused on the cognitive part of the assessment, I would say, than the social part.

IP02: That's why you can also sense that it's, in a human way, in a human sense, it's not really a collaboration. It's not realistic. Although, the aim was to create a realistic part, a realistic assessment tool. There are just too many constraints.

Question 2.5

Interviewer: Okay. How does the agent or the artificial character influence the quality of the item?

IP02: Of course.

Interviewer: How?
IP02: For example, I have ... In the PISA, there were two to four virtual agents, as far as I heard. The conversation itself can be different depending on how many agents are in the assessment tool. In most assessment tools, there is only one agent. That's the simplest way.

Interviewer: Does it increase, the number of agent, does it increase the quality of the output, the more agents you have, the better is the result? Of course, in the end, you want to say, is the student able to collaborate.

IP02: No. Actually, I just tried out the PISA item, which they released. My experience was that, with having more than one agent, it's even less space for you, for the human. That's just yes, an opinion. It was my feeling. Nothing research based would ... It's nothing new.

Interviewer: Yeah. There is no correlation between the number of agents and the quality of the result.

IP02: No, because you're the one who's thinking. The understanding. It can't improve your output, because they are only agents. Yes, in the real world, it could happen that if the group is bigger, the output could be better. You should know that it's not even this simple. It's highly upon the type of the problem. Some problems are better to solve for one person. The output won't be better if it's done by a group.

IP02: It's usually the quite complex problems which are better to be done by a group.

Interviewer: Yeah. Okay.

IP02: In this case, you should really separate in your mind, this idea that the bigger group, the better output, because they are still agents.

**Question 2.6**

Interviewer: Yeah. Okay. Do you think a personalization of the artificial characters could help to enrich the item type, as in, for example, a visual personification of the agent, providing with mimics, for example. The agent says, are you sure you consider this as your question or something, and then he has, you have, are you sure a questioning phase, determined phase, something like that. Do you think mimics of the agent enrich it?

IP02: Yeah. I'm thinking. It would be an interesting experience, and maybe it would be more motivating to go through a test in this way. You see, you said an example, again, which sounds like, I don't know, a tutor or a mentor. It's still very artificial. I don't know.

Interviewer: Yeah. It's very static. It has smilies, they do not move at all, but they do have influence about the transported message. That's why we all use them so much. If the artificial character is supported by this, to give ... We read so much out of the faces of our partner, our communication partner, and that's one channel that is missing. What makes a personalization of a character is a visual personification, of course a linguistic personification, that is not given because the language is very
static, it's just written in facts, and it does not have, for example, rather informal language. Then of course, the characteristic personification, as in somebody who is always supporting you or somebody who's always against you.

IP02: Oh yeah. I'm not saying it doesn't sound good, but still, the main problem is that if you read through, for example, if you, have you tried out the PISA, that one problem which is released?

Interviewer: The Xandar, I think it was.

IP02: Yeah. Have you tried that out?

Interviewer: Mm-hmm (affirmative).

IP02: You can have the feeling that the messages are fully independent from each other, in a way. You don't have the feeling that you say something, and the next message will be a reaction to that. As long as you have this problem, I don't think that having facial expressions would help. Because if I tell you something, and you react to something very else, I don't care if you smile or not.

Interviewer: Yeah, that's true. I see your point. Okay.

Question 3.1

Interviewer: Now I got it. To understand the structure of the communication. [crosstalking]

IP02: Right.

Interviewer: Ah. Okay. That's what I was saying. I circled around, and we already mentioned lots of things I'm asking now. Can you briefly describe the communication that is taking part in the collaborative problem-solving assessment? How is the communication taking part? What is ...?

IP02: In my tool, or generally?

Interviewer: Yeah, talk about your tool. I think that makes it easier.

IP02: In the current version, it's completely restricted. Students can send predefined messages, they can send images of their own screens, about diagrams, which is another good word for that. The graph, yeah. That. Graphs, and they can also create complete sentences out of different elements. Basically, that's it. It's quite complex. Maybe in this way, I'm telling you, it doesn't sound, but it's very much. It's quite the challenge. This was one of our experiences, that it takes time to learn how to communicate. Our conclusion was, that it actually part of the problem, to find out the best ways, and to learn in way, how they should communicate.

Interviewer: Yeah. It's good you were already enriching with the multimedia content.

IP02: Yes.
Interviewer: It's already one step further. Also, from the channel back as we were saying, so far the students did not have the possibility to enrich towards the group, let's say. Except for only with dial-up. That's really great.

**Question 3.2**

Interviewer: How would you ideally expect the communication to happen in the agent based system?

IP02: It would be free. Yes. Ideally, whether it's agent based or not, it should be free. The problem is again, that it cannot be currently with current technology, I know that there are some advancements-

Interviewer: But they do not really work for research.

IP02: No. This sort of assessment and these methods couldn't get valid results, couldn't produce valid results. Maybe it would mirror something, I don't say that it would be completely useful to use these kind of methods, tone analyzers or speech analyzers, based on the syntactic characters of the discussion-

Interviewer: The semantics are lost.

**Question 3.3**

IP02: Yes. That's just a little part, the whole idea. Yes, the ideal way would be to discuss free. And, not only with ... The ideal way would be, from a psychometric perspective, would be to assess one person with thousands and thousands of other persons, which is again, not realistic.

Interviewer: Yeah. How? Can you describe this more? One person with a thousand people?

IP02: Sure, because to make generalizable results, this is such a case that you would behave in front of any people, differently. Actually, to produce exact results, you should be assessed with all humans in the world. Understand me?

Interviewer: Okay. Yeah.

IP02: This is one of the biggest problems of the whole concept. That's why the person who find out who is a little bit crazy, yeah.

Interviewer: Yeah. If I solve the problem once, it's hard to let me solve it again with a different kind of person. Because I already know how to solve it. I get your problem. It's interesting. Yes.

IP02: Yes. This is where-

Interviewer: I understand you.

IP02: ... the problem starts.
Interviewer: Yeah. Okay. It's already the answer to the third part, yeah. If there's anything missing for the best possible solution, for the communication. We already have that now.

**Question 4.1**

Interviewer: Okay. Now, I have answers of understanding the assessment instrument. You can also answer for yours if you can. Not on the CBA item builder, but for your item that you are using. Your instrument to create the item.

IP02: What was the beginning? Sorry?

Interviewer: Okay. I'm trying to understand a little bit how the assessment instrument is working. The first question is, and I'm saying, since you don't work with the CBA item builder, you can answer for the item builder you have available, that you are working with, if you can answer.

IP02: How it's working?

Interviewer: Yeah. The first answer is, if there is something missing when you think about the agent based system has ... Is there something missing, when you think about the agent based system, that a real life interaction has. If yes, what is it? It's again another approach to the same answer, like the natural language, but what else would it be?

IP02: I mentioned the feelings. Everything which describes the human human discussion.

Interviewer: You think for example, a video recording or a voice recording would help? For example, switching completely from written text, oral, typed text, towards a situation like this?

IP02: For the human who takes the test, it would be an improvement, I guess, to be able to speak and not write. Still, the reaction of the agent would not really change, I guess. It's also about the reactions which takes a lot.

Interviewer: We have feelings and reactions that are mostly the same.

IP02: Yeah.

**Question 4.2**

Interviewer: Okay. Did you have to ... That's now shifting away. Did you have to process the obtained data that your collaborative problem-solving item generates, and how practicable was it for you to handle the data in order to have research results in the end?

IP02: I think we have talked about this too. Yes, we needed to ask for some new ways to generate a data file, because first, it wasn't helpful at all. First, I asked for a PDF file, which was actually a chat history. In my assessment tool, students, while they talk, they can see their messages in different colors, and everyone has his own color. I had actually a colorful PDF sheet, with everyone's own color in the chat
window. It was yeah, the complete chat history, but the timestamps was also added.

IP02: I could also follow which time has everyone said what they said. That was the first one. The second one, as my husband said, was the Excel file. CSVs, which was useful because we could move the different variables whenever or whatever we want to do.

Interviewer: Now, you are including not only the text and timestamps, but also the transported pictures that were made, for example, the transmitted pictures? Like you were saying, you're able to send screenshots and stuff like that and diagrams, so they are now also part of the data that you're obtaining through your assessment, right?

IP02: Not the picture itself, but yes, I have some data about that too. Yes, for example, the log file shows in which way the diagram was standing. Yes.

Interviewer: Okay, but you don't look at the diagram or stuff like that itself?

IP02: No, it gives numbers. It gives numbers.

Interviewer: Okay. I understand.

IP02: I can show you a log file if you want.

Interviewer: That would be very nice. I think it might help me to understand the data-

IP02: You should know that it's already an arranged log file. I had to work with it a lot, to look like that.

Interviewer: Okay. That's also part then, that the data that you get is not really satisfying to really, let's say, start-

IP02: It was not at all. Still, I would have many wishes.

Interviewer: Yeah. What are the wishes that you would have? I know for example, from the HCI perspective, human computer interaction perspective, there are lots of data that can tell a lot, like click, time between clicks, click interactions, [inaudible 01:06:30] and stuff like that. There is a keystroke level modeling, for example, when we have to ... We have it in the user interface part. How long it takes to fulfill a task on a website, for example. We model keystrokes needed to get to a solution, and we premodel those interactions.

IP02: Yes. What I would imagine, yes, it would like some meta information about how long did it take to get the next reaction, which of course, you can calculate by hand, because you can do it. It would be much simpler if the system would do it for you, and you didn't have to count that much. [crosstalk]
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C | Final questions & Interview end

No recording.
Interviewer: Perfect. Okay, let's start. What is very important is that I like to inform you and I would like to ask you if it is okay that I record the meeting that I just started.

IP04: Okay.

Interviewer: Is it okay for you? I will transcribe the interview and I will send you there transcriptions within the next 24 hours, more or less. Just in case you have something that you don't agree, where you don't want it to be in the transcriptions that I submit with my thesis, you can certainly write me an email and I will certainly get it out.

IP04: All right.

Interviewer: Okay. Thank you very much. I already told you about my master thesis and where it is going. We can skip this part as well and basically dive right into the interview. Am I right? [crosstalk]

Interviewer: Okay. Then, you can see that all of the questions that I will ask you that you can maybe relate them to the PISA 2015 items that have been created. I was talking to some researchers that were not involved in PISA 2015, so I had to create a more generic approach for the interview, but in case you were involved, which you were, it would be nice if you could relate to that. Okay. Do you feel-

IP04: Well, I need to say if you're embedding the transcription into your thesis, which is public, we can not talk about confidential item contents. Do you know which units are released, is it Xandar unit?


IP04: Are we only talking about Xandar then?

Interviewer: I based most of my stuff on Xandar because that's the one that I have seen as well.

IP04: Okay.

Interviewer: But the original audio files will not be transmitted. It will only be the written transcription of the interview. As I said, I can also strike out parts, but you can also just refer to Xandar, which makes it way easier.

IP04: Okay.

---
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Question 1.1

Interviewer: But it's very generic. It's not really going too much into the detail of the item types itself, I guess. Okay. Do you feel confident with the current state of Collaborative Problem-solving with the agent-based system?

IP04: Well, confident is a strong term there. From my point of view we are at the very beginning of the assessment area diving into the problem-solving field. There are some predecessor domains like complex problem-solving, about which we do have a lot of information already but the Collaborative Problem-solving part is a really new domain. I think that PISA did a great job in highlighting something there, throwing a first prototype. I don't really feel confident that they tested this at a million students across the whole world, and that even policy inferences I make from the data because it's not validated actually. I do feel a bit ambivalent there. I think it's a great start, but it's not where the real ... Other instruments used in large scale assessments like PISA do have a way more high quality there than the CPS instrument has.

Question 1.2

Interviewer: Okay. Do you feel confident with the current state of technology available to conduct Collaborative Problem-solving in general? Besides-

IP04: Sorry?

Interviewer: Besides the PISA, let's say.

IP04: Besides PISA. There I do not know about many other research groups. Some like [inaudible 00:05:05] ACT Next. I know about the things that the IIS in Memphis is working on [inaudible 00:05:15]. I mean if you are using all of the new technologies like synthesized avatars, et cetera, then I think we could have enough authenticity there in order to have valid assessment. Focusing on PISA, the technologies that I used are so basic that it's not really authentic. Yeah. I'd say that the technologies that are available right now should be quite sufficient. I mean, with respect to what you are doing with respect to what you are doing with the natural language processing part, I think the problem here is that the space of the universe of which kind of topics can pop up in a Collaborative Problem-solving space is so large that it gets difficult to have proper semantic extraction, et cetera, but I think we are on a good way there as well.

Question 1.3

Interviewer: Exactly, yes. I agree. Okay. Other than CBA item builder, do you know or have you worked with other instruments to create items for collaborative problem-solving? If you did, what did you like or dislike?
IP04: I haven't created any collaborative problem-solving items at all. I was involved in the creation, in reviewing the PISA units for PISA 2015. There they used TAO one derivative, one branch off of TAO. As far as I saw, they used the possibilities TAO offers there. They had very complex chat maps, and I think that's all they needed for this kind of implementation. I don't think that the CBA item builder or TAO would allow for real authentic assessment like with augmented reality or something like that, or virtual reality.

Interviewer: Okay. It's quite interesting because many people are mentioning augmented and virtual reality, which I see at the very last point of a good assessment, but it's very interesting.

IP04: Sure. We're talking about the ideal thing right?

Interviewer: Yeah. I was working in an augmented and virtual reality company in Germany before. I see also how huge the mess is to create authentic stuff there. That's why for my imagination, it's still very far away.

IP04: Yeah.

Question 1.4

Interviewer: Okay. Could you name the most important aspect of the assessment of Collaborative Problem-solving that needs improvement right now?

IP04: Based on the things that, the words I know, I'd say that coming from complex problem-solving, the problem-solving part almost vanished. It's a really strong focus on collaboration, which can be nice if you are defining your construct the way it is - it is defined, but if you want to have more problem-solving things in there, you should also make this harder.

Interviewer: Okay.

IP04: Yeah.

Question 2.1

Interviewer: Thank you very much. To understand how artificial characters meant to be created for the item, can you briefly describe the interaction a student has with an agent at the current Collaborative Problem-solving assessment?

IP04: You want me to describe, for example, the Xandar item? The interaction?

Interviewer: For example, how the student is interacting.

IP04: Okay. At least in the PISA instrument, there are two ways of interaction or two types of interaction the student does with an artificial agent. The first one is communicating with them, with the fictional agents via chat or emails in some units. There they have closed range of possibilities where to meet the conversation, which is the most constrained part in my point of view. The second way of interaction, not really with the agents, yeah but sometimes also with the agents is the problem space
where they can take notes and interact with some objects, for example like Xandar with the questions that are raised by the teacher, these kind of things.

**Question 2.2**

Interviewer: Thank you very much. How would you ideally expect an interaction with an artificial character in an agent based system?

IP04: Again, in an ideal world there would be also some emotional cues like some facial expressions. We would need some kind of embodied avatar there, which like I just said is really complex to accomplish in an authentic way. For example if you look at the works of Stephan Kopp there are quite a lot of good synthetic avatars produced. Also, what troubles me the most is that PISA only rewards students for the most straightforward way of interaction that you should use in order to achieve your goal. They are not rewarded for creating a stronger team cohesion. For example, if they just feedback to some person, "That was really well done." This will have future gain in the future teamwork, and this is nothing that PISA rewards in the scoring.

**Question 2.3**

Interviewer: Okay. If you would have to build Collaborative Problem-solving items now, is there anything else for the best possible implementation of an artificial character, for the item itself?

IP04: Can you say it again?

Interviewer: It's sort of similar. If you would have to build an item now for the Collaborative Problem-solving, is there anything else missing for the best possible solution? You were now mentioning faces, or-

IP04: Yeah, so avatars would be nice. I mean of course there comes some more problems into play then because you have stronger, for example, gender relationship, because the avatar needs to have some gender, then it's dependent on whether the student is male or female, whether they like the face or not, whether that's sympathetic. These kind of things come into play then. This would need to be something that research and empirical evidence could suggest whether this would need to be change, or whether these changes have problems in turn. On the other hand, the step you're doing with the chat box, I think this is the very next step to take because this opens up the problem space and makes the problem space more flexible and more complex. Right now, this is really used to an unauthentic kind of way how no collaboration works at all.

**Question 2.4**

Interviewer: Yeah. Okay. How would you describe the perception of the student through the system, and the other way around. How the student's behavior is perceived by the system, or how does it influence the
artificial characters. Maybe let's start with the first. What is the perception of the student through the system?

IP04: This really depends on the implementation. For example, in the work I know about from ACT Next, [inaudible 00:14:16] there they take into account a lot of information from student, like getting center information, where they are in the room. The system can adapt to all of these kinds of information. For PISA, it's really the other side of the pole, where you have so little information about the student themselves. Like only the clicks they are doing on the screen. I mean if you think of which kind of interactions are scored, this is only whether they've clicked on the link or not, whether they joined the chat first before answering any questions, or before looking into the problem space.

IP04: Then, the main interaction of course is which response did the student choose in the chat. Yeah. They are ... There is not really a lot of information taken into account. If you think of open-ended responses and text messages by the student, they could extract for example the semantics, or the problem-solving part. Also, you could look at team creation things, et cetera, social interaction. Do the students use nice words, encouraging words? Or are they kind of bashing the other team members?

**Question 2.5**

Interviewer: Okay. How does the artificial character influence the quality of the item, or are there other aspects to be considered?

IP04: I think this is an empirical question that hasn't been answered yet.

Interviewer: Okay.

IP04: There is no answer.

**Question 2.6**

Interviewer: Okay do you think a personalization of the artificial helps to enrich the item type? You were just saying it, but just to mention there is visual aspect for example like providing faces, or linguistic personification, talking in a rather informal language just like the approach that I do with the natural language processing, or even text to speech, or in the end even the characteristic personification?

IP04: Again, this will be an empirical question. From my personal feeling, I think this is needed if you want to have a logical, valid measurement. If you want to have some authentic setting. Auditory information would be important. There again the gender comes into play, whether they are sympathetic to the student or not, the age group. Again, makes it more problematic because students will recognize whether the voice is older than they are, or younger. This will make a huge impact on whether they perceive the other agents as being incorrect or not.
Question 3.1
Interviewer: I agree. Yes. Okay, to understand the structure of the communication, can you briefly describe the communication that is taking part in a typical Collaborative Problem-solving assessment right now?
IP04: You mean in the assessment?
Interviewer: Yes.
IP04: Or in the real world?
Interviewer: In the assessment.
IP04: Right now, it is really focused on the topic itself. Off-topic is not allowed at all. I think that's the main characteristic of the assessment and where it differs from real-world.

Question 3.2
Interviewer: Okay. How would you ideally expect the communication to happen in an agent-based system. This goes back to how is a situation maybe naturally in Collaborative Problem-solving.
IP04: Yeah, in order to be in an open-ended space, people would have a fixed amount of time for what they're doing, and vary the amount of interactions in this fixed amount of time. Right now, we don't have a fixed amount of time, but a fixed amount of interactions, which is a problem, because we are encouraging people to make X interactions instead of saying, "Well, you now have 45 minutes to go for your project. You can do whatever you want to." If you're engaged, make 75 interactions and the less engaged people will do only two interactions.
Interviewer: Yeah. I agree, it's way more natural. Some like to circle around and some just are focused on the one idea that they think is the best. It's true.
IP04: In PISA, for example, they're really forced to give answers, and we know the problems about forced choice, item format because you don't really know whether it's a valid response, whether they wanted to take this response or not. Otherwise, they wouldn't have proceeded in the unit at all, so they were really forced there. It's the kind of thing that, it's the first instrument in PISA where you don't have any missing values.
Interviewer: Yeah.
IP04: They were really forced to do anything.

Question 3.3
Interviewer: Okay. If you had to build a collaborate problem item building now, is there anything missing for the best possible solution to communicate within the Collaborative Problem-solving assessment?
IP04: You mean with respect to implementation? Yeah. I'd say the next step really is to open up the text messages. You will need to have some kind of semantic processing there. Maybe also some other features
would be interesting with respect to the language they're using. All this would need some engineering there. Again, the difficulty there is definitely that it's a large space in which the interactions can take place. Then, the granting more information would be necessary with respect to having some visual cues and auditory cues, which means it would need some kind of avatar, maybe even voices.

**Question 4.1**

**Interviewer:** Okay. Then to understand the assessment instrument itself, is there anything missing when you think about the currently-used agent-based system that a real life interaction has but the current assessment instrument does not have. [crosstalking]

**IP04:** Yeah. Another thing here would be for example, pauses. In PISA, you have some small delays when the student is responding, and then the delay, and then the response comes. It's a very small delay. Sometimes pauses can make a huge difference in collaboration, because then you can perceive, if you are good at social interactions, you can perceive that your partner has been thinking, or maybe they're struggling with something. You've just said, so this would be something interesting. We don't even have something like emoticons in there. This would be the very pragmatic next thing to do, because this would be very easy and these days 15 year olds would understand what they mean. Emotional cues would be something that would be missing. In an ideal world, you again, would have some facial expression instead, but this might be a next step.

**Question 4.2**

**Interviewer:** Yep. Okay did you have to process the obtained data of the Collaborative Problem-solving results or the data that has been produced through the CBA item folder from PISA?

**IP04:** Not in the primary analysis, but in the secondary analysis I did process the data.

**Interviewer:** Okay. How practical or how good was it for you to handle the data that was given? Did you feel that there was something missing or in order to write your report? [crosstalking] How handle-able was the data for you?

**IP04:** In PISA this is really straightforward, because as a national center you really get the scored items. It's just like any other instrument there. You even get the scaled information on students so that's no problem at all. I also went a step further in the secondary analysis where we are processing the process data. This means we don't only have the scored item data, but I know which response they chose, in order to see whether this can give us some information, whether some students would typically choose one distractor, but they are still highly able, something like that. I mean it's typical process data, which is very unique. You always get process ... There is no standard yet.
[crosstalking] I mean, this is not a particular thing for Collaborative Problem-solving, so there wasn't anything that was missing. I mean something you could add is in the public use file there is only the score card, so the public researchers can only use zeros and ones, and maybe twos sometimes whether the students went well in their choice, but they don’t see which raw response they actually take. This is something that could be improved in the public use file. Like I said, I do have the data available.

Interviewer: Yeah. Okay. Because I'm thinking of the meta- and para-data that can be obtained through interaction by a system which of course brings way more complexity. [crosstalking]

**Question 4.3**

Interviewer: Okay, where do you see agent-based systems in your daily life? If you have seen some, which I guess, or if you're actually using them, which ones are you using?

IP04: There are many on the internet when I am chatting with some enterprise as a customer, I also use Cortana in my Windows phone. I have Alexa at home. Everywhere for me.

Interviewer: Okay. Which one is your favorite one, or what do you like most about the agent-based systems?

IP04: They have some different advantages. Cortana was at the beginning quite good compared to Siri. I don't have Siri available for me. I would have, but I don't use her. I don't know why. On the iPad, I don't really ... For me, Alexa is very good. I like that, I mean I really like the hardware that's in the Echo Dot, because the microphone is really, really good. I also like the tolerance, or their understanding of the language in the sense that they understand quite a lot of brevity, if there's background noise, they still understand you. I mean, it really gives you current information, recent information if you ask for it. Yeah. That's the main thing. [crosstalking]

**Question 5.1 – 5.4 are not part of the transcript due to anonymization and data security**

.....

**C | Final questions & Interview end**

Interviewer: To come to an end, is there anything you would like to say or is there a topic that I didn't cover that you were missing?

IP04: Let's see. I did take some notes five minutes in advance. Yeah, something that I needed to say is that the framework in Collaborative Problem-solving is quite good. Arthur (Graesser) did a great job there. The problem is how they operationalized the instrument. If you look at
the, I don't know if you know the PISA framework grid with these three collaboration skills and four problem-solving skills. If you look at how the items are distributed among these 12 CPS skills, you will find out that they are skills that are not represented by one item. That is really awkward. Yeah, so this is something that needs to be considered. The quality of the system, it is really poor, I need to say.

Interviewer: Okay. Since I do not even know, or I have never seen all the items unfortunately. I only know of Xandar. That's what I take as the base, where I can start. I also have the feeling, I would not have any doubts, or of course I'm not really an expert to criticize the grid itself or the problem-solving framework. As far as I have seen and what I have read, it seems very good to me. That's actually nothing I put in doubt in my work, let's say.

Interviewer: Good. Thank you very much. It was very helpful. I'm very, very thankful that you could give me the time.

IP04: It was really interesting and also, I'm looking forward to seeing your final prototype then.

Interviewer: Yes. Me too. Okay.

IP04: All right.

Interviewer: Thank you very much. Have a great day and I will send you the transcription as soon as I am done with it.

IP04: Have a nice day and good luck with your work.

Interviewer: Thank you very much. Bye. For you, the same.
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A | Introduction

IP05: Hello?
Interviewer: Hello. Thank you very much for your time.
IP05: It's no problem.
Interviewer: Amazing.
IP05: It's always good to talk to different people, and I also send my students out to interview people, so I guess it's only fair that I make an effort to try to help out other people.
Interviewer: That's very nice. Very helpful. That's great. Amazing, [crosstalk] I've seen your work. You were also ...
IP05: Where did you see it?
Interviewer: PISA. Like, the publication that you did afterwards, and the extension of the framework of 2015's collaborative problem-solving.
IP05: Yeah, I can give you a little bit of background, because it's a little bit different, because in the project where we expanded the framework with colleagues from University College London, we were pretty interested in capturing physical interactions of the students, as opposed to more having agent-based kind of assessment. So, we focused on open ended engineering tasks, where groups of two to three students needed to collaboratively solve a problem, in order for us to investigate it. It's a slightly different kind of angle of approach, but I have some experience with agent-based systems as well. Also in language-based learning, but not necessarily collaborative.
Interviewer: Okay. Have you seen the PISA 2015 questions like Xandar and collaborative problem-solving?
IP05: Yeah, I've seen them. I'm not that familiar with them. As I said, since my end of the work more on the technical side, while my colleagues at University College London were more on the CPS side of things. [crosstalk]
Interviewer: Great. We have already passed the introduction. Let's say, just for you, to give you the information of how I will process or how I will analyze the interviews. I will write the transcript that I might send you within the next 24 hours, let's say. I will already suggest strikeouts of the cross talking or private conversation or whatever, that is not really fitting to the subject, and also to anonymize all the stuff that does not, or just to make sure the interviewee cannot be recognized, actually.
IP05: Okay, no problems with me.
Interviewer: Perfect. I want to ask you if it's fine for you that I record the interview?
IP05: Yes, it's fine that you record interview.
Interviewer: Thank you, great. And at any time, if you feel, or you see something in the transcript that you don't want to see there, I can still get it out afterwards. Just give me this in writing.

IP05: Okay, no problems.

Interviewer: The interview will be separated in five topics. The last topic is very generic, where I have social demographic questions. They will not be part of the transcript, as well. They are just there for me to write very generic about the sample that I made. Okay, then I will have general questions about your impressions of collaborative problem-solving assessments, how artificial characters should behave in such an environment. How communication should ideally be, and what would be the best expectation of when assessment is instrument itself.

IP05: Okay, perfect.

Interviewer: Let's start right away. Most of the questions are based on PISA, but I made them more generic, so that also scientists that did not contribute in PISA can give answers. But if you ever feel like you do not have an answer, just give your general estimation about it. It doesn't matter if you were working on it or not. It's just important for me, if you have an opinion about it, that also is of great value for me.

IP05: Go for it.

B | Main Part Interview

Question 1.1

Interviewer: Okay. Do you feel confident with the current state of collaborative problem-solving assessment with agent-based systems?

IP05: To some extent, I feel confident. I do think that it, sometimes I think that the PISA framework and other thoughts about collaborative problem-solving framework are too narrow. Then I think sometimes, if you look at some of the work of David Williamson Schaefer from University of Wisconsin at Madison in epistemic network analysis, I think there are other ways that you can also analyze collaborative problem-solving that isn't necessarily based on how PISA did it, or complementary to it. I think sometimes when you try to standardize things, especially in education, most people have some resistance to it. If you look at the low levels of acceptance to SCORM, or other types of frameworks, there's two sides to it. There's a need for assessment, and there's also the need for the teachers to have the freedom to create the education that's required for the actual people in the class.

IP05: Of course, this changes at scale, when you have massively open online courses and other types of maybe professional training. To some extent, I feel confident, but I think it's a false confidence. I think we shouldn't just be resigned to this is the only way to do it, or this is
the best way to do it. I think it's important that we also realize that, if we quantify everything, then we take away the opportunity in education for students to experience failure without that kind of recourse. Sometimes I feel that these types of assessments create a situation that is too performance-based in some types of education, or I would say all types. But certainly, if you look at the success of design education, for instance. That requires a lot of trial and error. The same could be extended to engineering type education, or software development.

IP05: The minute we begin to create an assessment, then we're not taking into consideration what the students learn when they fail, because the only opportunity is for them to succeed.

**Question 1.2**

**Interviewer:** That's great. Yeah, that's true. **Okay, so then do you feel confident with the current state of technology that is available to conduct collaborative problem-solving?**

IP05: Yeah, I feel confident with the emerging technology. I think my concern would not be with the competence, but more with the ethical and privacy sides of the current technology, in terms of, I mean in the projects I've worked on, we've had limited success at looking how students perform using artificial intelligence. But I'm not sure what would happen if this was scaled up, and became part of formal assessment. Because our models are based on small data sets, and I think a lot of times, the technology shows promise, but when it's scaled up into the real world, it begins to have some challenges. In terms of agent-based interaction, there's been a mixed response to customer service based agents. I imagine there is a mixed response for students to interact with agents as well.

IP05: I think the technology is there, and certainly outside of education shows a lot of interest and promise about really talking about the ethics of privacy, of what types of data the system collects or the models are based on. I think the technology is progressing, and certainly if used in the right way, would be beneficial to collaborative problem-solving assessments.

**Interviewer:** Yeah, I totally agree. That's a thing that I also had to face. For now, I switched to a very, let's say good platform concerning data security, and personalized because I'm working with dialogflow, but I did not find a perfect fit in the open source product.

IP05: It's very challenging to create that kind of open systems, for sure.

**Question 1.3**

**Interviewer:** Yeah, definitely. [crosstalk] **Okay, other than, have you ever seen the CBA item builder? The tool.**

IP05: No. Only when I looked it up, after you sent me the questions.
Interviewer: Okay.

IP05: I haven't really worked with this tool. I've worked certainly with other tools, and learning management systems, and developed systems of, similar to this for mobile learning. I think as I said, the problem is always that you create a model of how you want to solve the problem, and this model is sometimes hard for other people to adopt. And so that CBA item builder is certainly nice, but there are similar type tools that allow you to make SCORM compliant modules, or even more simple tools like Google Forms, or learning management systems that do similar type things. I think that I guess, as I said, it's always this kind of other person structure. Oh, this is some structure that's hard to sometimes get used to, especially in the context of teaching in Sweden, where we have a lot of freedom as educators to design the courses the way we want to. So that in general, that's not how these tools are designed.

Interviewer: Yeah. Which platform do you use, then? It's a little bit off-topic.

[crosstalk]

Question 1.4

Interviewer: Yeah, exactly. **Okay, if you could name the most important effect of the assessment of collaborative problem-solving that would need an improvement now, what would it be?**

IP05: I go back to when I started with this, just making space for the creative failure, and reflection. I think we talk a lot about reflection and action, or flow and other terms of how experts work, but I think a lot of the times, we don't create ways to assess what the student's real experience was unless we ask them to write a reflective essay. Even then, in any type of collaborative problem-solving situation, it's also how the group interacted, and perceptions of the different people that we don't always look at in terms of assessment. Because I think that school is one of the only places, at least at university, where you can experience some type of failure and learn from it.

IP05: Because it's very hard to do that in the work situation, or in your personal life, but how do you train someone to deal with challenges, and failures, and miscommunication? That's sort of what we try to do when we do collaborative problem-solving at the university, or other education at other levels, but it's not that easy to design for it. Sometimes in math education, we do what we call productive failure. We, in order to have the students reflect on a bad strategy in order to learn the right strategy. We do that a lot when we teach physical computing, where we ask the students to make something that actually doesn't work, so that they understand that they can push the limits. But I think it's very hard to build a system that assesses that.

Interviewer: Yeah.
Enhancing Collaboration in Collaborative Problem-Solving with Conversational Agents

IP05: In many different domains, in different subjects. I think that's kind of the needs improvement, is what do we actually want from the collaborative problem-solving situation? That's besides the standard 21st-century skill craft. We want people to learn to be better communicators, and better team workers. That requires failure rather than success, because you don't learn anything if you're in a group, and you do everything, and it's great. [crosstalk]

Interviewer: Right. For example, I was working in many startups, and that's where I experienced the opposite. We were doing a mistake, we were doing failures. We got, of course, lots of feedback from investors, etc. when it was not going right or perfectly, and then we were always sitting together, and we were reflecting. Okay, what was happening? Why was this stage not going perfectly, and how can we do it better the next time?

IP05: That's, I think, something that education has become really bad at, especially at the university level.

Interviewer: I agree.

IP05: That's something that I think we need to build into these, the design of collaborative problem-solving activities is that startup experience of finding that plan A is never going to work, and that it's plan M or plan L that actually keeps the company alive. It's very hard to teach that, I think because, I don't really know why. We've been struggling with it, and it gets harder and harder to teach it as well, because students aren't willing to invest so much time sometimes in doing things, they just want to do the least amount of work to pass.

Interviewer: Yeah, exactly.

IP05: I think that's the challenge of collaborative problem-solving kind of activities, is that you're forced into a situation that pushes them beyond what they really want to do, and designing that and assessing that is really difficult.

Question 2.1

Interviewer: Okay. Then to understand maybe how artificial characters should behave. Could you maybe briefly describe how the interaction of a student with an agent is at the current assessment? And then the next step, of course, how it ideally would be. But how you see it, at the current assessment.

IP05: I think a lot of it is certainly chat-based kind of assessments and interactions. Occasionally, of course you have artificial characters. In the case of some of this virtual internship stuff from the University of Wisconsin Madison, they can actually be actors as well. So, in the situation, you could have a video from someone playing the role of a scientist, or a politician, or an environmentalist. In a sense, it's an artificial character, but it's not necessarily an NPC type character.
think the majority of it is text-based. You look at it emotionally, with agent-based learning and mathematics, so in that sense it’s teaching somebody something else. You know, how do you solve this problem? Then you respond, and those are the steps that you do. You get feedback.

**Question 2.2**

**Interviewer:** Okay. How would you ideally expect the interaction to be with an artificial character and an agent assistant? How would this work?

**IP05:** Yeah, this is a little bit tricky, and it gets a little bit to your question six here, but I think in some ways, sort of like a more game-based kind of experience, where you interact with characters that have some depth. That could change, and that could respond to you. It doesn’t necessarily have to be a high resolution kind of 3D character, it could also be a text-based character as well, depending on the context. But some kind of richness to it, so that in a sense, is a little bit of suspension of reality, sort of like you’re playing a game or you’re seeing a good movie.

**IP05:** You know that it's fake, but at the same time, you’re interacting with it in a way that is pushing you. I haven’t really thought in the sense of like, what kind of form it should take, but more the action that actually responds to you, and responds to other people differently. So in a sense, you begin to have some type of perceived relationship with it, based on the input that you give.

**Question 2.3**

**Interviewer:** Right, yes. That sounds great. You would have to build a collaborative problem-solving item now. Is there anything else missing for the best possible implementation of the artificial characters for such an item?

**IP05:** No. If there’s anything missing, I guess I kind of fall back on the privacy or the ethics side. How do I balance, what’s relevant? What do I want to share with the system that’s assessing me, and what do I don’t want to share? At least as an adult learner, I think many people have different patterns of interacting with these artificial characters. Then to what extent do you analyze that in terms of analytics? Do you find out that 20% of your students are obsessive compulsive disorders, or are using your chatbot at three in the morning instead of during ... I think there’s some kind of way that you have to, if you create an artificial character that you have a relationship with, there should be some kind of privacy to some extent.

**IP05:** Like, how much do I want to share this, so that me, as a learner is in control? Of course, it defeats the purpose of the assessment, but on the other hand it’s a matter of trust.

**Interviewer:** I agree, yeah.

**IP05:** This sort of gets, I guess, into the next question.
Question 2.4

Interviewer: [crosstalk] How would you describe the perception of the student through the system, as it goes into the next question? How does the system actually interact, or see the student? How does the student's behavior influence the artificial character? That's right, yeah.

IP05: I think there's a need to be transparent with students, so that they actually see how they're interacting. So they can reflect, is there a better way to interact? There's a lot of research that shows that most learners don't use these tools anyhow. They don't look at why they're not performing well, because they know they're not performing well because they are working, or spending time on their social life, or other issues. But I do think that people today are pretty familiar with computer games, and they deal a lot with artificial characters in those games.

IP05: Most games are much better than agent-based systems for education, and so there is a perception of, this is crappy educational junk I need to do to go through school, just like all the educational software that we used throughout our own school career, because the budget is quite different between making a game and making educational software. I think there is, of course, anger and mistrust, or I would say maybe even frustration when students use these systems. Especially the ones that are simple, where it's like, "Good job," or, "Bad job," or, "Can you explain that again to me?"

IP05: I think it's really important that we look at this from the usability standpoint, because I think a lot of times, people develop education software without thinking, what do the students actually think about it? We develop because we think we're an expert, and this is how it should work. It's almost wrong. I mean, it's definitely wrong. I think it's really important that we have to recognize that we're never going to make our artificial characters as engaging as the newest game character. And so, we have to find a way to balance that out in terms of what benefits or added value do students get out of using this system? Because I mean, why would you waste your time using these systems that are frustrating for everybody?

Interviewer: Yeah, there is definitely a ... engagement is not really great in most systems, especially if we all, all students are with computers, they're playing games a lot, also in their private time, that's also a feeling that I got between what we have in educational systems and educational software towards, let's say the real world, or whatever I do the rest of the day, or when I'm gaming, or whatever. There is a huge bridge, or unfortunately right now, there's not really a bridge, but there is a huge gap.

IP05: It changes a bit in performance-based simulations for first responders or medical education, and that stuff where it becomes much more
game-based. Then it seems to work better if you're trying to create a situation where first responders are responding to a situation. You can do that with simple game mechanics, and even simple graphics. It does provide some type of stuff, but I guess the big question would be, do we need to have an agent first?

Interviewer: If it's not an agent, what else would it be?

IP05: Yeah, but it could be a series of submissions that are assessed and sent back automatically. You’re not necessarily interacting with the character, but you are submitting something that’s being assessed automatically, and sent back. You know, “Your essay doesn't really contain all the elements that are needed, please resubmit.”

Interviewer: Okay.

IP05: More like natural language processing kind of aspect, where there are systems that do that. Like in science learning, you submit a scientific report and it gives you feedback. Then that involves a lot of work on modeling systems. The system gives you feedback if you don't have the right kind of, let's say predators and the right type of prey. You get feedback because, of course, only your predators die, for instance. Or they eat all the bunny rabbits.

Question 2.5

Interviewer: That's cool. **Okay, how do you think the artificial character has influenced the quality of the item? Or are there other aspects to consider?**

IP05: I think there's a lot of, people respond to artificial characters like they respond to characters in games, or books, or novels, or comic books. I think there's some research by, now I forgot his name, a researcher at MIT who looks at gender and racial issues in avatars. I think people respond a lot more to it than, there's not enough research on it. I think it's a very tricky thing to design these artificial characters. I mean, maybe not for younger kids in the same way. But I mean, there are other influences like gender or race that could influence children's perception of themselves by poorly designed characters. I think that it's quite tricky to design these characters, so I guess that leads also to number six.

Question 2.6

Interviewer: **Exactly Do you think the personalization of the artificial character would help with the archetype? Either, like you were saying, already 3D characters, or like talking in slang, or for example have a characteristic personification? Like being very nice, or very bad, let's say.**

IP05: I think sometimes it could help, for sure. I think having sophisticated artificial characters will enrich the experience, in terms of initial personification. Certainly linguistics and characters, you know? This is
all kind of culturally bound. What might be acceptable in Europe may not be acceptable in the United Kingdom, or the US, or South America, or India. It's a little bit tricky there, to some extent. I think the ability, maybe for having people to change it, as well. Maybe I want to have a low kind of resolution version, because I don't want to be distracted. Maybe I want to shift the linguistics a bit, that could be an interesting way to deal with it. Maybe I don't want to be distracted, or I don't have a powerful device so that it wouldn't work.

IP05: It's little bit of a trade-off, right? Because it also depends that people have the right level of technology, which isn't always the case in education.

**Question 3.1**

**Interviewer:** Yes. Okay, great. Then we come to the next part, which is to understand a little bit more about structuring communications in the system. Could you briefly describe how you see the communication that is taking part in a typical collaborative problem-solving assessment?

**IP05:** The work that I've done, as I look at it, I look at what we would call the engagement of the different students as individuals, and also within the group. Simply put, are they all engaged in communicating about something in-hand, or are two working on it, and one distracted, or one doing another task? This task could be part of the larger task, or they could just be disengaged. Or are they all disengaged? I think in that sense, we look both at the communication in terms of the verbal communication, in terms of who's talking and what they're talking about, and also the physical interaction part to try to understand what's happening in terms of that.

**IP05:** Because in some other research, you can see that sometimes students may not seem to be physically engaged in the collaborative problem-solving activity, but they actually are quite engaged in terms of sharing information.

**Question 3.2**

**IP05:** I think it's both the physical side, and of course the more oral and verbal communication sides that are important to look at. Most of the time, people don't look at the physical interaction. They just look at the text, or oral communication.

**Interviewer:** Excuse me?

**IP05:** Go ahead.

**Interviewer:** This is rather the ideal expectation that you would have.

**IP05:** Yeah.

**Interviewer:** That as well linguistic, as also physical behavior could have an influence or impact.
IP05: Yeah. If you look at the physical side of things, teaching like, let's say middle school students, physical computing. You teach one group how to make a noise through a speaker, right? Then students will come over and see how they make the noise and go to their group. Then there's this kind of physical activity that's not really tracked, necessarily in a lot of research. I think this kind of collaborative problem assessment, although it's more about activity design rather than assessment, is something to take in consideration as what's happening physically in the group, or in the larger space of the different groups. That would be my ideal kind of communications size, is what's also happening physically. Is that relevant?

Interviewer: I guess that's something that you were approaching in the publication that you were writing.

IP05: Yeah.

Interviewer: Yeah.

IP05: Because I think sometimes it's unrealistic to analyze the dialogue, especially if you are doing something with your hands as a group. You're not interacting via text, you know? You're communicating. How do you assess that without them having to record it, and analyze it, and that still is beyond the computational powers, at least in the average classroom.

Question 3.3

IP05: But the physical interaction, course, is there. That's a little easier to do and less computationally intensive. I think it sort of answers question three as well, where I think that we need to think about communication from a larger perspective, beyond verbal or beyond textual, but also like the physical interaction.

IP05: How does that relay communication? Maybe we have someone who doesn't interact so well with people or doesn't communicate, but does a lot of work. We might have the opposite situation where you have someone that talks a lot and never does any work, but that person generally does much better in these assessments than the non-verbal person. I think we have to think about, what are the models we create, and are we just building in our own biases by saying that people that communicate more or better, or performing better than people that aren't? Then it becomes a real tricky bag of things.

Interviewer: Yeah, I agree. That's true. [crosstalk]

IP05: On the other hand, there is a lot of research done by people, like organizational research where they look at how innovation happens, or how people move around office spaces using these smart badges. I think there's opportunity there in education that we haven't really looked at yet, in terms of collaborative problem-solving. Maybe we don't need to track the whole body, but we can track who's talking to
who, when, who's standing with who, who outside of the lab is working together or discussing things. I mean, I think it's easy to collect a lot of data, but garbage in is garbage out. I think that a mistake of the engineer, you know, we think we can collect everything and make sense of it, but the reality is quite different.

**Question 4.1**

**Interviewer:** Okay. Then to get to the next part, to understand the assessment instrument itself, do you think there's something missing when you think about the currently used agent-based system, that a real-life interaction has, but the current assessment does not have? You see it's repetitive, but ...

**IP05:** Yeah, I think this is really about that. For me, it's the physical interaction, the interaction, the macro space. It's what's happening in the whole classroom, it's also interesting in terms of this situation. The way that I imagine collaborative problem assessments is in real classrooms with groups of students, doing activities together on 10 different tables. But what is happening between in that space, and some of the work that we did, we tracked what the mentors were doing. When you see that you don't always help the students that need the help. How you overcome that?

**IP05:** There's some work that Pierre Dillenbourg did with this, it's like in EPFL where they have the big physics class, and made this, I guess it's like a lava lamp. If you need help as a group you hit it, and then first it's green, so the TA knows that you need help. Then after a certain amount of time it turns yellow, which says I haven't been helped yet, and then it turns red after a certain amount of time. I think something simple like that, in a real-life classroom makes a difference because it actually gets students the support that they need so they can get over their problem.

**IP05:** I think that, if you have agent-based systems, you have groups of students working with these different agents. The agents should be talking to each other to try to say, this is where we think the class is, but this group is performing well, this group needs more support, this group isn't really doing anything. I would think that what's missing is, if we go to an agent-based system, how do these agents talk to each other to get a bigger picture of what's happening in the environment?

**Question 4.2**

**Interviewer:** Okay, that's great. Then to the next question. Did you have to process, obtain data of collaborative problem-solving? Or did a collaborative problem-solving item generate, and how practicable was it for you to process the data that was conducted with quantitative research?

**IP05:** Well, I think in the beginning it was hard for sure. A big project that we completed more than a year ago, we're still processing the data. The
hardest thing was trying, since it was a very exploratory type of project as opposed using a tool like CPA or other tools, it was trying to make sense of the data, and then trying to find possible ways to first process it, and then to analyze it. Then once we did that, which took a long time, then that's become a little bit easier because now we have sort of a framework that we developed, a set of different tools to develop it.

IP05: It becomes easier that with different types of technologies such as unsupervised deep learning, where you can basically, once it knows who's who, it can create some type of score of the collaboration. We haven't tested it outside of the data yet, so I think it's a huge thing, but I think the problem is in this project, we never set up what was the real question. So the questions developed over time, which makes it much harder to handle the data. On the other hand, it gives you the freedom to find new patterns. I think there's always a trade-off with this type of quantitative research, just like there is in qualitative research, where you have to analyze all the transcripts, and what everyone says. I think that in any type of qualitative or quantitative ethnographic research, it's always a huge problem.

**Question 4.3**

**Interviewer:** Yeah. That's true. Okay then, we already come to the last question of the main part. It is, where do you see agent-based systems in your daily life? And if you have seen some, or if you are actually using them, which ones are you using, and which ones do you like the best? What pleases you the most?

**IP05:** Well, sometimes I like to learn that you can dictate things to Siri, through using an iPhone, or Apple's stuff. But in terms of getting information, I think like Google works quite well in terms of voice-based searching, navigation and stuff. I think those are the primary agent-based systems I use in my daily life. I wouldn't say, it's not a large part of my life. I don't have Alexa, sometimes it's easier to use your thumb than it is to depend on the system giving you what you want. But I do see, in the future that it becomes interesting, and we go back a little bit to these more agents where you could program them to do something.

**IP05:** For instance, run my dishwasher when electricity is cheaper, or something like Google's Nest, that can control a thermostat in your house. Or an agent system that could support your driving, some of the driving assistant tools that are out there if you can afford to have an expensive car. I think what's nice about it is that it removes the interaction from visual, and touch, to voice or to some kind of pattern, your daily pattern. But I think it's also sometimes a little bit creepy.

**Interviewer:** Yeah. Have you tried to personally ... Sorry? Why is it creepy?

**IP05:** Go ahead. Well, who knows? Nobody likes to think that they fit into a certain category, like the way that Netflix recommends things to you. I mean, we all think that we're individuals, and we shouldn't fit into this
category. The realization that we fit into a category, sometimes I think it unsettling.

Interviewer: Yeah, that's true. Have you tried to personalize your environments? For example, what I do, I have lots set up in my chat environment as Slack or Telegram, and I integrated many of the services, let's say that just help me, give me updates on traffic and all these kinds of things. Have you tried this?

IP05: Yeah, sometimes, but not as much as I would like to. Sometimes, when you feel like the system breaks down, it's more frustrating. Like with the truck traffic, or public transport information. But yeah, I have thought about it. I haven't really done it so much. Probably just too lazy.

Interviewer: It takes a little bit of effort to set it up initially, and it doesn't really go with, I think it's a little bit more that you have to actually initiate it. Apple and Google do not do, you actually tell it to tell you something, and then it will give you an answer. I think it's the other side of approach that I, for example, like a lot. I initiate and I want to know. For example, I have the automation and updates on all my git repositories, so I know what's going on, [crosstalk]

Question 5.1 – 5.4 are not part of the transcript due to anonymization and data security

.....

C | Final questions & Interview end

Interviewer: Yeah, okay. Then we have reached the end of the interview, which was very, very nice, very inspiring. I already say thank you, but did I miss a topic that I should have covered?

IP05: There is one on topic four, that you hadn't grayed out, on the poor validity of results. I just wanted to say, I think at least in the learning analytics field, we're aware of that. I think the hardest thing we face is, how do we, in a sense, even though we share our data sets to some extent, our work is never really re-created and tested in terms of validity. This is true in many different domains as well. I think that there is a big problem in terms of the fact that other people aren't testing the systems that I built, even though down the road they're not able to test it, or analyzing the data to make sure that it is actually working, and we didn't purposefully or non-purposefully corrupt our own data to get results for publication.

IP05: I think this is something that's really hard, because decisions are made without assessments that affect people's lives in terms of saying, this person is going to end up in a vocational track, or this person is definitely headed to the academic track. That may not be true, but it
may be based on a faulty assessment framework or a bad algorithm that you licensed, that you don't even own. I think that's really, and the privacy and ethics of it. I think there's something to be said about that. I mean, who controls the data that the students generate? Is it me? Is it the university? Is it the school? Is it the company?

IP05: Where is it stored in relation to the PDPR? What happens if my data sets can predict that I'm going to end up not being a functional part of society? Does society make an intervention? It's all that type of stuff, but sort of around this idea of agent interaction. How much will the agent know about you? Who controls that? I think that's all I need to say on that.

Interviewer: Right, okay. Is there a closing word that you would like to say?

IP05: I think I like the idea of collaborative problem-solving and agents. I think it's something that is also interesting to think a lot about, especially if you look at massively open online courses, where you take this course and you never know who's really out there with you. As opposed to when you have this face-to-face type of communication, that you can read my face, and I can read your face, to some extent. But when you do a MOOC, it's very hard to get that. What you see is, there is a lot of hype about MOOCs changing education, and it never really happened because there isn't that type of connection. Possibly agents could be one way to improve people's experiences, and give some type of feedback and interaction. I think that's it.

Interviewer: Okay, great. Thank you very much for your time. [crosstalk]

Appendix A.3 – Interview Analysis

The interview analysis is an exported excel file, and extends the documents format, therefore doesn't fit into this document. It can be obtained online (http://770695-2.web1.fh-htwchur.ch/interview-result-matrix.pdf) or from the author on request via mail (hanna.kummel@gmail.com).
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B.1 Software development plan

B.1.1 Stakeholder Requirements

The purpose of the Stakeholder Requirements Definition Process is to define the requirements for a system that can provide the services needed by users and other stakeholders in a defined environment (IEEE, ISO; 2008).

- The stakeholder requirements are described criteria collected throughout this thesis and thereby are conducted in a valid and comprehensive manner.
  - Implementation of natural language
  - Implementation of interactivity
  - Implementation of strong characteristics

B.1.2 System Requirements Analysis

The purpose of System Requirements Analysis is to transform the defined stakeholder requirements into a set of desired system technical requirements that will guide the design of the system (IEEE, ISO; 2008). System requirements for this platform are defined as follows:

- The system has to be a conversational interface\(^6\) that is accessible to a certain group of people.
- Access to the system can be given through providing account details by the author. Furthermore, the components have to be published and accessible to the public.
- The conversational interface simulates a pre-defined scenario that resembles a collaborative problem-solving scenario named Xandar, published by PISA 2015.
- The implementation of a triologue\(^6\) has to be possible in order to expose the test-taker to an equal complexity as in the original model, namely the Xandar unit (see previous bullet point).
- The implemented content may be integrated in a reduced extent but must still demonstrate the fulfillment of criteria of the stakeholder requirements.

B.1.3 System Architectural Design

The purpose of the System Architectural Design Process is to identify which system requirements should be allocated to which elements of the system.

- a system architecture design is defined that identifies the elements of the system and meets the defined requirements;

---

\(^5\) E.g. a chat client such as Slack, Telegram, Facebook, etc.

\(^6\) Conversation with three people.
• the system’s functional and non-functional requirements are addressed; (IEEE, ISO; 2008).

• The system has to consist of two main components: A conversation-interpreting software product\(^7\) that serves as language processing unit\(^8\) and a graphical user interface that serves as frontend to the end-user. Furthermore, a backend to host the software components is necessary.

• Within the conversation-interpreting system\(^9\), the implementation of intent-based conversational logic\(^{10}\) must be implementable. The conversation interpreting system may not interfere or be in conflict with multiple agents.

• Within the graphical user interface representing the frontend of the system (namely chat client), the implementation of conversation-interpreting software components\(^{11}\) (namely agents) must be possible. The creation of group-channels\(^{12}\) or similar constructs must be possible.

• Within both components (chat client and conversation-interpreting system) there must be the possibility to exchange text messages, trigger events, implementing interactive components.

B.1.4 Implementation

The purpose of the Implementation Process is to realize a specified system element (IEEE, ISO; 2008).

B.1.4.1 Software Architectural Design

The purpose of the Software Architectural Design Process is to provide a design for the software that implements and can be verified against the requirements.

• A software architectural design has to be developed and baselined, that describes the software items that will implement the software requirements.
  - Components: Implementation of two artificial agents and one interactive component that navigates the test.
  - Trialogue between one natural person and two artificial agents. Supportive functionality through the interactive component.

---

\(^7\) E.g. platforms like Chatfuel, Kitt.io, Dialogflow, etc. that allow users to “create” a chatbot

\(^8\) A software component that can interpret natural language

\(^9\) Conversation interpreting system: The service provider that allows the creation of artificial characters

\(^10\) A concept of language structure where e.g. an agent’s action can be triggered by a user’s action

\(^11\) Conversation interpreting software component: e.g. an agent that can interpret natural language

\(^12\) Group-channel: a chat window where more than two participants can talk.
B.1.4.2 Software Detailed Design

The purpose of the Software Detailed Design Process is to provide a design for the software that implements and can be verified against the requirements and the software architecture and is sufficiently detailed to permit coding and testing (IEEE, ISO; 2008).

- Construction of the conversation flows\textsuperscript{13} has to be carried out before construction
  - A conversation flow represents one item of the Xandar Unit.
  - Five or more conversation flows have to be implemented for demonstrative purposes
- Construction of the interactive component is part of the conversation flows.

B.1.4.3 Software Construction

The purpose of the Software Construction Process is to produce executable software units that properly reflect the software design (IEEE, ISO; 2008).

- Implementation of the conversation flows into conversation-interpreting system.
- Implementation of interactive components concept into conversation-interpreting system.

B.1.5 System Integration

The purpose of the System Integration Process is to integrate the system elements (including software items, hardware items, manual operations, and other systems, as necessary) to produce a complete system that will satisfy the system design and the customers’ expectations expressed in the system requirements.

- Rolling out software components to an accessible front-end system
- Prepare system and test-accounts
- Enable the interpretation of necessary interactions via OAuth and requests in chat client.

\textsuperscript{13} Conversation flows: concepts of a possible conversational procedure
### B.2 Personas

#### Persona 1:

Pupil with strong empathy for others

#### Fictional name:

Anna

#### Demographics:

- Anna is 15 years old
- Has no boyfriend but many friends
- Lives with her mom and dad in a small town
- Is in 9th grade at a high school in the U.S.

#### Attributes:

Attributes that form Anna’s character:
- empathic
- sensitive
- intuitive
- ambitioned
- extroverted

#### Goals and tasks:

Spends her free time with reading, meeting friends and doing her homework conscientious

#### Environment:

Is related to “Generation Z” and thereby loves her phone and social media. She lives in a house in a calm neighborhood and both parents have a job with an average income of $60,000 each per year.

Table 4: Persona 1 - Anna
## Persona 2:

### Pupil with boorish behavior

<table>
<thead>
<tr>
<th>Fictional name:</th>
<th>Kevin</th>
</tr>
</thead>
</table>
| Demographics:  | Kevin is 15.5 years old  
He has no girlfriend and some friends |
| Attributes:     | Attributes that form Kevin’s character:’s character:  
- disengaged  
- careless  
- unmotivated  
- stubbornly obstructive  
- unwilling to cooperate |
| Goals and tasks:| Is spending his free time with gaming or watching tv. He prefers to meet his friends online when gaming. He’s missing in school quite often because he forgets time when being in the middle of a game. |
| Environment:    | Is related to “Generation Z” and thereby has a strong relationship to technology. Is not interested in social media but into technology that serves his hobby: gaming. He lives in a small apartment with his mom in a apartment block. His mom has an average income of $30,000 per year. |

Table 5: Persona 2 - Kevin
B.3 Conversation Flows

B.3.1 Item 0 Part 0: Start Conversation

Legend
- Triggering Bot
- Triggering PISA Score Event
- Triggering Conversation
- Bot System

X - Failure. Proceed to next Intent
B.3.2 Part 1, Item 1: Following Directions

Welcome to Xendar!

Your teacher has divided the class into three-person teams for a contest. The winning team will be the first to correctly answer 12 questions about the country of Xendar. Answers can be found by opening links on a map of Xendar.

Type "Xendar HowTo" or click the button below to see the directions.

You and your teammates, Alice and Zach, can use the following features:

- What to communicate with one another
- Buttons labeled by subject to see the contest questions and find the answers on a map of Xendar
- A scoreboard to track your team's progress. The scoreboard will show the number of correct answers your team has found.

The teacher has asked teams not to search for questions and answers until the contest starts. Instead, she suggests taking a little time to chat about how best to approach the task.

Legend: Triggering Bot, Triggering PISA Score Event, Triggering Conversation, Bot System
B.3.3 Part 1, Item 2: Understanding the Game
B.3.4 Part 1, Item 3: Agreeing on a Strategy

Conversation Flow

- Maybe we should talk about strategy first.
- Right, the first team to answer all the questions wins.
- True, but what's a good way to do that?
- Do you think all the teams have to answer the same questions?
- First we should find out what we'll get for winning the contest.
- ...%
- X I don't know. I think we should find a good way to do that!
- X I don't care...
- X I don't care...
- We're supposed to answer the questions as fast as we can.
- X I don't care...
- X I don't care...
- I'd really like to have a plan before we start.

Legend
- Triggering Bot
- Triggering PIASA Score Event
- Triggering Conversation
- Bot System

X - Failure. Proceed to next input.
B.3.5 Part 1, Item 4: Agreeing on a Strategy

**Conversation Flow**

- **Anna**
  - Guys, we still need to figure out how to work well as a team.
  - Each of us has to work at top speed. What's so complicated?

- **Kevin**
  - The rules of the context seem pretty simple. Let's just do our best.
  - We can answer more questions if we divide them among us.
  - We can each work our fastest, but some of us will still be faster than others.
  - It doesn’t matter whether one of us answers more questions than the others, so long as we win.

- **X**
  - Hm, I am not sure if this will work. Maybe each one of us can answer a topic?

Legend:
- Triggering Bot
- Triggering PISA Score Event
- Triggering Conversation
- Bot System

X - Failure. Proceed to next Intent
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B.4 Set-Up Test Environment

B.4.1 Own slack Workspace

1. Login to your own Slack Environment
2. Add Bots to your Slack Environment
   1. Add Anna
   2. Add Kevin
   3. Add Xandar Quizz Instructor
3. Create Group with Anna, Kevin and Xandar to start
4. Have fun solving a Quizz with them!

B.4.2 Demo Slack Workspace

1. Create account for abasco.slack.com
2. Anna, Kevin and the Xandar Quizz Instructor are already installed to this workspace.
3. Create Group with Anna, Kevin and Xandar to start!
4. Have fun solving a Quizz with them!
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